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SYSTEMS, APPARATUS AND METHODS
FOR RENDERING DIGITAL CONTENT
RELATING TO A SPORTING EVENT WITH
ONLINE GAMING INFORMATION

CROSS-REFERENCES TO RELATED
APPLICATIONS

The present application is a Continuation Application of
U.S. application Ser. No. 17/027,219, filed Sep. 21, 2020,
and entitled SYSTEMS, APPARATUS, AND METHODS
FOR SCALABLE LOW-LATENCY VIEWING OF
BROADCAST DIGITAL CONTENT STREAMS OF LIVE
EVENTS, AND SYNCHRONIZATION OF EVENT
INFORMATION WITH VIEWED STREAMS, VIA MUL-
TIPLE INTERNET CHANNELS, which is a Continuation
Application of U.S. application Ser. No. 16/580,552, filed
Sep. 24, 2019, and entitled “SYSTEMS, APPARATUS,
AND METHODS FOR SCALABLE LOW-LATENCY
VIEWING OF BROADCAST DIGITAL CONTENT
STREAMS OF LIVE EVENTS, AND SYNCHRONIZA-
TION OF EVENT INFORMATION WITH VIEWED
STREAMS, VIA MULTIPLE INTERNET CHANNELS,”
which is a continuation of U.S. application Ser. No. 16/267,
887, filed Feb. 5, 2019, entitled “SYSTEMS, APPARATUS,
AND METHODS FOR SCALABLE LOW-LATENCY
VIEWING OF BROADCAST DIGITAL CONTENT
STREAMS OF LIVE EVENTS, AND SYNCHRONIZA-
TION OF EVENT INFORMATION WITH VIEWED
STREAMS, VIA MULTIPLE INTERNET CHANNELS,”
which is a Bypass Continuation Application of International
Patent Application No. PCT/US2017/045801, filed Aug. 7,
2017, entitled “SYSTEMS, APPARATUS, AND METH-
ODS FOR SCALABLE LOW-LATENCY VIEWING OF
BROADCAST DIGITAL CONTENT STREAMS OF LIVE
EVENTS, AND SYNCHRONIZATION OF EVENT
INFORMATION WITH VIEWED STREAMS, VIA MUL-
TIPLE INTERNET CHANNELS,” which claims a priority
benefit to the following U.S. provisional patent applications:
U.S. Provisional Patent Application Ser. No. 62/371,558,
filed Aug. 5, 2016, entitled “SYSTEMS, APPARATUS,
AND METHODS FOR LIVE COMMENTARY;” U.S. Pro-
visional Patent Application Ser. No. 62/435,361, filed Dec.
16,2016, entitled “SYSTEMS, APPARATUS, AND METH-
ODS FOR LIVE COMMENTARY;” U.S. Provisional Patent
Application Ser. No. 62/485,878, filed Apr. 14, 2017,
entitled “SYSTEMS, APPARATUS, AND METHODS FOR
LIVE STREAMING, RECORDING, AND REPLAY OF
BROADCAST VIDEO AND/OR AUDIO VIA THE
INTERNET;” and U.S. Provisional Patent Application Ser.
No. 62/518,506, filed Jun. 12, 2017, entitled “SYSTEMS,
APPARATUS, AND METHODS FOR SCALABLE LOW-
LATENCY VIEWING OF BROADCAST DIGITAL CON-
TENT STREAMS OF LIVE EVENTS, AND SYNCHRO-
NIZATION OF EVENT INFORMATION WITH VIEWED
STREAMS VIA MULTIPLE INTERNET CHANNELS
AND AN HTTP LIVE STREAMING (HLS) CACHING
SERVER ARCHITECTURE.” Each of the above-identified
applications is hereby incorporated herein by reference in its
entirety.

BACKGROUND

The public’s access to the Internet, as well as the amount
of bandwidth for Internet users, increased greatly in the
mid-1990s to the early 2000s. The available Internet band-
width allowed for the streaming of both recorded audio and
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recorded video content to a user’s home. Also, additional
increase of Internet access was sparked by the rise of the
smartphone and the ability for smartphones to access the
Internet on-the-go. In 2005, YouTube™ began to offer
Internet users the ability to upload, edit, view, rate, share and
comment on a wide variety of user-generated and corporate
media video content. Examples of such content include
video clips, television show clips, music videos, audio
recordings, movie trailers, video blogs, short original videos,
and educational videos. Within one year of its inception,
YouTube™ reached 65 thousand daily video uploads, with
100 million daily views.

The first Internet live video streaming platform in the
United States, aptly called Livestream, was launched in
2007. Livestream, as well as other nascent live video stream-
ing platforms, were content agnostic, and over time Internet
viewers desired more specialized, content-specific, and
niche live video streaming platforms. To accommodate
evolving viewer demand, various live video streaming plat-
forms have launched since Livestream; examples of such
more specialized platforms include Twitch.tv (a live video
streaming platform for creative arts and gaming content,
which launched in 2011), and musically (a live video
streaming platform designed for music video content, which
launched in 2014).

Live video streaming platforms have also aimed to attract
social network users, and social networking platforms have
evolved to include live video streaming capabilities. For
example, Twitch.tv includes social networking components,
and in 2015 the social media platform Twitter acquired the
live video streaming platform Periscope. Other social media
platforms have followed suit, with both Facebook and
Instagram implementing live video streaming capabilities
into their mobile applications in 2016. The widespread use
of smartphones enables users of these social media plat-
forms to share live videos with their social network.

SUMMARY

In spite of the proliferation of live video streaming over
the Internet, the Inventors have recognized and appreciated
various technological problems in conventional techniques
for transmission of digital content via the Internet that
adversely impact the live video streaming viewer experi-
ence. One such technological problem relates to viewer
“latency,” i.e., the delay between a first user generating a live
video stream for transmission via the Internet and a second
user receiving a copy of the live video stream via the Internet
for viewing. For example, the live video streaming platform
Twitch.tv has a latency of approximately 15 seconds, and
Facebook’s live streaming platform has an average latency
of approximately 10 seconds. Other technological chal-
lenges for live video streaming arising from shortcomings in
conventional techniques, as recognized and appreciated by
the Inventors, include, for example, the difficulties in pro-
viding relatively low latency copies of live video streams
with relatively high quality (e.g., high definition HD and
high bit rate, such as 2 to 5 megabits per second), synchro-
nizing such low latency and high quality copies of a live
video stream amongst multiple viewers (particularly as the
number of viewers of a given live video stream significantly
increases), and allowing for different classes or types of
viewers to flexibly access copies of a live video stream via
different live streaming formats (which may lead to different
qualities of service).

With these various technological challenges in mind, the
present disclosure relates generally to inventive systems,
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apparatus, and methods for facilitating one or more broad-
casters to create/provide video and/or audio (also referred to
herein as a “broadcast”) and allow one or more viewers to
consume the video and/or audio, either by receiving a copy
of a live stream representing the video and/or audio essen-
tially in real-time as created/provided by a given broad-
caster, or by retrieving and playing a recording of the live
stream at a later time. In the context of essentially real-time
viewing of live streams, in various implementations the
inventive systems, apparatus and methods discussed in
detail herein address one or more technological problems
relating to viewer latency, synchronization amongst different
numbers of viewers, and providing scalable and flexible
access to live streams to different classes/types of viewers
and/or with different qualities of service.

With reference to FIG. 1A, in various implementations a
given broadcaster uses a network-connected client device
(e.g., a first smart phone or other personal computing device
communicatively coupled to the Internet) to generate a live
stream of digital content corresponding to the video and/or
audio created/provided by the broadcaster, wherein the live
stream 1is transmitted to an inventive server and memory
storage architecture (additional details of the server and
memory storage architecture are shown, for example, in
FIGS. 2 and 3). The inventive server and memory storage
architecture processes the broadcaster’s live stream to gen-
erate multiple copies of the live stream which are provided
to respective viewers, and also records the live stream and
stores the recording for later replay. One or more viewers
using different network-connected client devices (e.g., a
second and third smart phone or other personal computing
device communicatively coupled to the Internet) may com-
municatively couple to the server and memory storage
architecture to receive a copy of the live stream of the digital
content as a real-time or essentially real-time consumer of
the broadcast created/provided by the broadcaster, or
retrieve and play a recording of the live stream generated by
the broadcaster client device (and recorded by the server and
memory storage architecture). In some implementations, a
given broadcaster themselves may view their own broadcast
as a viewer on the same client device (e.g., by opening a
separate tab on their client device and connecting to the
server and memory storage architecture as both a broad-
caster and a viewer). In one aspect, the inventive server and
memory storage architecture allows any number of broad-
casters to generate respective live streams of digital content,
and any number of viewers to receive respective copies of a
given broadcaster’s live stream of digital content. In another
aspect, the inventive server and memory storage architecture
allows a given viewer of a first broadcaster’s live stream to
effectively switch in essentially real-time to view one or
more other broadcasters’ live streams.

In some implementations, the inventive systems, appara-
tus, and methods further facilitate a social platform in
tandem with broadcasting video and/or audio to one or more
viewers, in which a given broadcaster and their viewer(s)
may communicate with one another (e.g., via chat messages)
in essentially real-time during a broadcast. In one aspect,
one or more chat messages, as well as various viewer-related
information (e.g., name, surname, profile photo), may be
displayed on respective client devices used by the broad-
caster and the one or more viewers as the video and/or audio
is rendered on the respective client devices.

In some implementations, the video and/or audio created/
provided by one or more broadcasters is video-based com-
mentary about a live event being observed by a given
broadcaster. In various aspects, the broadcaster may take the
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role of a main commentator for the event, or a “color
commentator” (e.g., analyst or summarizer) for the event; in
a given role, the broadcaster may describe the event as it
occurs (e.g., provide chronological or “play-by-play”
updates to “call” the event), and/or may provide expert
analysis, background or anecdotal information about the
event and/or participants in the event, and/or relevant sta-
tistics regarding the event, participants in the event, or
related events. FIG. 1B illustrates a display of an example
client device, in which a broadcaster is providing video-
based commentary about a sports game, and in which chat
messages from one or more viewers, event information
about the sports game, and other graphics and/or animations
are displayed together with the broadcaster’s video-based
commentary.

Examples of various activities constituting events accord-
ing to the present disclosure include, but are not limited to,
a variety of sports games (e.g., professional, semi-profes-
sional, intramural, community-oriented) or sporting activi-
ties (e.g., exercise-related activities, physical training activi-
ties, fishing, hunting), musical performances, theatrical
performances, other artistic or entertainment-oriented activi-
ties, speeches or presentations, political activities (e.g.,
election-related activities, campaign-related activities, pub-
lic or “town hall” meetings, public marches or demonstra-
tions), military activities, professional activities (e.g., meet-
ings or conferences), academic or educational activities
(e.g., academic presentations or lectures, research activities,
medical or scientific procedures, ceremonies), cooking or
baking activities, competitive activities (e.g., racing activi-
ties), game-related activities (e.g., online gaming, board
games, chess matches, role-playing games), social activities,
and news-related activities. In one aspect, the video-based
commentary provided by one or more broadcasters about the
event and consumed by one or more viewers may provide a
“second screen” experience for the viewers; in particular, in
some implementations, the viewers may consume the video-
based commentary about the event on their respective client
devices as they are watching the event itself on another
device (e.g., a television), or watching and/or participating
in the event at the event’s venue.

As discussed in greater detail below, in various aspects the
inventive systems, apparatus and methods described herein
provide an improvement in computer network functionality
by facilitating scalable and appreciably low-latency viewing
of copies of multiple broadcasters’ live streams of video-
based commentary about an event by significant numbers of
viewers as the event unfolds. Particularly in the context of
a “second screen” experience relating to a live event, dis-
cernible delay between the observation of the event itself
and a given broadcaster’s video-based commentary would
significantly undermine viewer experience. Accordingly, the
inventive systems, apparatus and methods described herein
specifically address multiple technological problems in con-
ventional techniques relating to transport of digital content
via the Internet by providing multiple technological solu-
tions to ensure a low-latency viewing experience for sig-
nificant numbers of viewers.

In such implementations relating to video-based commen-
tary about events, the inventive systems, apparatus and
methods disclosed herein further may facilitate display, on
respective client devices used by the broadcaster and the one
or more viewers, of various event information in tandem
with the video-based commentary rendered on the respective
client devices. For example, in connection with sports
games, displayed event information may include, but is not
limited to, one or more of team information (e.g., team
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names, abbreviations and/or logos), score information (e.g.,
with essentially real-time score updates synchronized with
the video-based commentary), player information, venue
information, game status information (e.g., on-base, at-bat,
timeouts, fouls, pole position, yards-to-go, yards-to-goal,
down), team statistics, player statistics and the like. In some
implementations, such event information about a sports
game may be rendered in the display of a client device as a
“scorebug” that may include for example, team abbrevia-
tions or logos, team scores, game status (e.g., period, quarter,
inning), and actual or elapsed time for the game, with
updates to one or more information elements in essentially
real-time as the game progresses. It should be readily
appreciated that for other types of events, a wide variety of
information germane to the event may be displayed as event
information (e.g., with essentially real-time updates of
evolving information as the event progresses) together with
the rendering of the video-based commentary on respective
client devices. In another aspect, various event information
or other information germane to a given broadcaster’s
video-based commentary may be rendered on a viewer client
device in a “lower third” (also sometimes referred to as a
“bottom third”) of a display (e.g., as an overlay to the
video-based commentary).

In view of the foregoing, in other aspects the inventive
systems, apparatus and methods described herein provide
additional improvements in computer network functionality
by facilitating scalable and appreciably low-latency syn-
chronization of displayed event information with multiple
broadcasters’ live streams of video-based commentary about
an event as viewed by significant numbers of viewers as the
event unfolds. Particularly in the context of a “second
screen” experience relating to a live event, discernible delay
between the observation of the event itself and the status of
event information displayed in tandem with a given broad-
caster’s video-based commentary would significantly under-
mine viewer experience. Accordingly, the inventive systems,
apparatus and methods described herein specifically address
multiple technological problems in conventional techniques
relating to transport of digital content via the Internet by
providing multiple technological solutions to ensure not
only a low-latency viewing experience for significant num-
bers of viewers (e.g., relative to the event about which a
broadcaster is providing video-based commentary), but
appropriate synchronization of event information across all
broadcasters of an event and their associated viewers.

In some implementations as discussed herein, these tech-
nological solutions contemplate multiple Internet commu-
nication channels to provide relevant and synchronized
information to client devices (as would be readily appreci-
ated in the relevant arts, a “communication channel” refers
to a physical or logical connection over a transmission
medium to convey information signals from one or more
senders to one or more receivers). For example, in one
implementation, a first “video” Internet communication
channel (e.g., between a media server or other media source
and a client device) conveys the digital content correspond-
ing to the video-based commentary provided by the broad-
caster and consumed by one or more viewers, and a second
“event information” Internet communication channel (e.g.,
between a particular socket of a socket server and the client
device) conveys the event information. In other implemen-
tations, an additional “chat/system event” Internet commu-
nication channel (e.g., between another socket of a socket
server and the client device) is employed to convey chat
information and other information relating to system events
regarding a particular broadcaster’s live stream. In one
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aspect, connections between client devices and a particular
socket of a socket server are persistent authenticated con-
nections, so that the number of users (broadcasters and
viewers) connected to a particular socket (e.g., and currently
watching a particular live stream and/or particular event)
may be tracked.

In some implementations, the inventive systems, appara-
tus, and methods further facilitate a variety of screen ani-
mations (e.g., motion graphics), customized displays or
screen backgrounds, and other special effects graphics (e.g.,
augmented reality) that are generally associated with the
video and/or audio created by a broadcaster, and rendered by
client devices in tandem with a given broadcaster’s video
and/or audio.

In some implementations in which the broadcaster may be
creating/providing video and/or audio content about an
event, one or more such screen animations, customized
displays or screen backgrounds, and other special effects
graphics may be related to some aspect of the event. For
example, as noted above, a “scorebug” providing informa-
tion about a sporting event may be presented on a viewer’s
display with a variety of motion or other special effects
graphics. In one aspect, the information provided by such a
scorebug is derived from the synchronized event informa-
tion that is received by the client device on an event
information Internet communication channel that is separate
from the video content representing the video-based com-
mentary. In another aspect, the scorebug and/or other special
effects graphics or animations may be rendered in the
display of the client device pursuant to execution of a client
app or program on the client device (rather than having these
display elements integrated into the broadcaster’s live
stream itself). In other aspects, one or more such screen
animations and other special effects may be provided in a
lower/bottom third of a client device’s display, and may be
interactive (e.g., in that a user of a client device may select
or thumb-over an animation, special effect and/or scorebug
to retrieve additional information and/or initiate other ani-
mations/graphics) and/or user-customizable (e.g., a broad-
caster may select from one of multiple background displays
so that they may appear to be in any of a variety of locations
or venues, customize their video-based commentary with a
broadcaster-generated lower third, and/or add create/provide
introduction videos to be shown before their live stream
begins).

In yet other aspects, screen animations, customized dis-
plays or screen backgrounds, and/or other special effects
graphics may be related to one or more of advertising or
branding (e.g., by sponsors of a broadcaster, sponsors of an
event about which a broadcaster is providing commentary,
participants in the event itself, etc.), premium features and
digital gifts (e.g., provided by one or more viewers to one or
more broadcasters or other viewers). For example, in some
implementations, via a client app or software program
executing on a client device, users will be able to purchase
digital gifts for other users (e.g., a viewer following a
particular broadcaster may purchase digital beers, various
digital concession stand items, ticker tapes, penalty flags,
etc.), and the digital gifts will appear in the broadcaster’s
profile and/or be represented on a display (e.g., as an icon or
sprite) together with the broadcaster’s video-based commen-
tary. In one implementation, information regarding digital
gifts may be communicated between client devices and the
server and memory storage architecture via a chat/system
event Internet communication channel associated with a
given broadcaster’s live stream of digital content.
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In some implementations, the video and/or audio created/
provided by one or more broadcasters may relate to various
types of news, other types of current or past events, and
various topics of interest about which a given broadcaster
wishes to provide commentary. For example, a given broad-
caster, or multiple broadcasters (which may be globally-
distributed broadcasters, e.g., a first broadcaster in Europe,
a second broadcaster in Africa, and a third broadcaster in
Asia) may wish to broadcast about an ongoing, recent or past
event (e.g., news about a bombing, a fire, an arrest, an
economic development, a political or military development,
or any of the other activities discussed above) or a particular
topic of interest (e.g., healthy eating or dieting, gardening,
religion, dating, politics, culture, art, music, playing a musi-
cal instrument, learning a language, auto repair, real estate,
business, economics, legal issues, global warming, space
exploration, a particular TV program or series, a particular
entertainment or sports personality, video games, hobbies,
etc.). As noted above, various event information regarding
the ongoing, recent or past event (or particular topic of
interest) may be provided to respective viewer devices, in
tandem with the video-based commentary, in a variety of
form factors and in a manner that ensures appropriate
synchronization of event information across all broadcasters
of an event and their associated viewers.

Thus, in various examples discussed in greater detail
below, systems, apparatus, and methods are disclosed for
obtaining, substantially in real time, via at least one com-
munication interface over at least one network, an audio
and/or visual feed generated by a broadcaster client device
during at least one live event, wherein the audio and/or
visual feed includes commentary associated with the at least
one live event, and a separate event data feed including real
time information associated with the at least one live event.
The commentary and the real time information associated
with the at least one live event are transmitted via at least one
processor communicatively coupled to the at least one
communication interface, so as to provide, substantially in
real time, streaming content via the at least one communi-
cation interface over the at least one network to at least one
display device for concurrent display of the commentary and
a graphical ticker based on the real time information asso-
ciated with the event. The disclosed systems, apparatus, and
methods are enhanced tools for real-time broadcasting of
user-generated content associated with one or more live
events and community engagement that are unavailable
from existing video hosting websites.

Glossary

USER: a person who interfaces, via a mobile app or web
portal accessed on a client device communicatively coupled
to the Internet, with one or more of the various servers and
corresponding server functionality described herein.

REGISTERED USER: A user that provides profile infor-
mation and validation credentials to establish a user account
s0 as to access, via a login process using the validation
credentials, the one or more of the various servers and
corresponding server functionality described herein.

ANONYMOUS USER: A non-registered user that has
access, without requiring a login process, to a limited feature
set based on the server functionality described herein.

BROADCASTER: A registered user that creates/provides
video and/or audio (also referred to herein in some instances
as “video-based commentary”) for consumption by one or
more viewers.

EVENT: An activity about which a broadcaster may
create/provide video and/or audio as the activity occurs (i.e.,
in “real-time”). Examples of activities constituting events
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according to the present disclosure include, but are not
limited to, a variety of sports games (e.g., professional,
semi-professional, intramural, community-oriented) or
sporting activities (e.g., exercise-related activities, physical
training activities, fishing, hunting), musical performances,
theatrical performances, other artistic or entertainment-ori-
ented activities, speeches or presentations, political activi-
ties (e.g., election-related activities, campaign-related activi-
ties, public or “town hall” meetings, public marches or
demonstrations), military activities, professional activities
(e.g., meetings or conferences), academic or educational
activities (e.g., academic presentations or lectures, research
activities, medical or scientific procedures, ceremonies),
cooking or baking activities, competitive activities (e.g.,
racing activities), game-related activities (e.g., online gam-
ing, board games, chess matches, role playing games), social
activities, and news-related activities. Video and/or audio
created/provided by a broadcaster about an event may be
referred to herein as “video-based commentary.” In some
implementations, the video and/or audio created/provided
by one or more broadcasters may relate to various types of
news, other types of current, recent or past events, and
various topics of interest about which a given broadcaster
wishes to provide commentary (e.g., news about a bombing,
a fire, an arrest, an economic development, a political or
military development, or any of the other activities dis-
cussed above, healthy eating or dieting, gardening, religion,
dating, politics, culture, art, music, playing a musical instru-
ment, learning a language, auto repair, real estate, business,
economics, legal issues, global warming, space exploration,
a particular TV program or series, a particular entertainment
or sports personality, video games, hobbies, etc.).

VIEWER: A registered user or anonymous user that
consumes video and/or audio created/provided by a broad-
caster, via essentially real-time access to a live stream of
digital content representing the video and/or audio, or via
retrieval and playing of a recording of the live stream of
digital content.

LIVE STREAM: Digital content (e.g., digital video and/
or digital audio) that is transferred between at least two
network-connected devices in real-time or essentially real-
time as the corresponding video and/or audio codified as the
digital content is created/provided by a broadcaster. Thus, a
network-connected client device used by the broadcaster
may generate a live stream of digital content corresponding
to the video and/or audio created/provided by the broad-
caster, and a viewer using a different network-connected
client device may receive a copy of a live stream of the
digital content as a real-time or essentially real-time con-
sumer of the video and/or audio created/provided by the
broadcaster. In some implementations, the video and/or
audio created/provided by the broadcaster and represented in
a live stream may be video-based commentary relating to an
event. A live stream of digital content may have a variety of
data formats (e.g., H.264 MPEG-4 Advanced Video Coding
video compression; VP8 video compression) and transmis-
sion protocols, including persistent/continuous streaming
transmission protocols (e.g., real time streaming protocol
“RTSP;” real time messaging protocol “RTMP;” web real-
time communication “WebRTC”), as well as segmented
and/or adaptive bitrate (ABR) protocols (e.g., Apple’s HTTP
Live Streaming “HLS;” Microsoft’s HT'TP Smooth Stream-
ing “MSS;” Adobe’s HTTP Dynamic Streaming “HDS;”
standards-based ABR protocol “MPEG-DASH”).

FOLLOWER: A registered user who is notified when a
particular broadcaster is online.
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SUBSCRIBER: A follower of a particular broadcaster that
has paid for access to additional features and/or content not
available to a follower (e.g., subscriber-specific chat chan-
nels).

VIP MEMBER: an admin-designated registered user that
has additional access rights and high priority access to live
stream media servers.

MEDIA MEMBER: an admin-designated registered user
that is a media professional. In some implementations, the
media member designation is used during some live streams
to facilitate filtering and prioritization of comments/chat
message for response by the broadcaster of the live stream.

ADMIN USER: a staff account flagged with administra-
tive powers.

PRIVATE PROFILE: a profile for a user that has desig-
nated their content as private, only allowing direct link
access to live/replay streams and archive access to broad-
casters that the user has followed.

RAW VIDEO: A recording made by a media server of a
live stream generated by a broadcaster. In one example
implementation in which a broadcaster client device gener-
ates a video stream in H.264/AAC format and the media
server is a Real Time Messaging Protocol (RTMP) media
server, the raw video is produced by the RTMP media server
by recording the broadcaster’s live stream directly (to pro-
vide a 720p high definition feed or even higher definition
feed). In another example in which a broadcaster client
device generates a video stream in VP8/WebRTC format and
the media server is a WebRTC media server, the WebRTC
media server first transcodes the live stream from the
broadcaster into a H.264 720p high definition (or even
higher definition feed) and then records the transcoded feed
to provide the raw video.

In sum, one inventive example is directed to a system
(1000) for providing a first plurality of copies (202A, 202B)
of a first broadcaster’s live stream of digital content (102A)
including first live sporting event video-based commentary
from a first broadcaster client device (100A) to a first
plurality of viewer client devices (200A, 200B), and for
providing a second plurality of copies (202C, 202D) of a
second broadcaster’s live stream of digital content (102B)
including second live sporting event video-based commen-
tary from a second broadcaster client device (100B) to a
second plurality of viewer client devices (200C, 200D). The
system comprise: A) a plurality of media sources (300) to:
receive the first broadcaster’s live stream of digital content
(102A) and the second broadcaster’s live stream of digital
content (102B); provide a first copy (202A) of the first
plurality of copies to a first viewer client device (200A) of
the first plurality of viewer client devices via a first video
Internet communication channel (204A) between the plu-
rality of media sources and the first viewer client device of
the first plurality of viewer client devices; and provide a first
copy (202C) of the second plurality of copies to a first
viewer client device (200C) of the second plurality of viewer
client devices via a second video Internet communication
channel (204C) between the plurality of media sources and
the first viewer client device of the second plurality of
viewer client devices. The system further comprises: B) a
control server (500) to periodically retrieve, via the Internet
and from an event information provider (55), first event
information (502A) germane to a first live sporting event,
wherein the first event information includes first score
information (504A) for the first live sporting event. The
system further comprises: C) at least one socket server (600)
communicatively coupled to the control server to: receive
from the control server at least the first score information;
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and transmit the first score information (504A) to at least the
first viewer client device (200A) of the first plurality of
viewer client devices via a first event information Internet
communication channel (206A) between at least one first
event socket (602A) of the at least one socket server and the
first viewer client device of the first plurality of viewer
devices, wherein the at least one first event socket corre-
sponds to the first event information germane to the first live
sporting event.

Another inventive example is directed to a system (1000)
for providing a first plurality of copies (202A, 202B) of a
first broadcaster’s live stream of digital content (102A)
including first video-based commentary about a first live
sporting event from a first broadcaster client device (100A)
to a first plurality of viewer client devices (200A, 200B), and
for providing a second plurality of copies (202C, 202D) of
a second broadcaster’s live stream of digital content (102B)
including second video-based commentary about a second
live sporting event from a second broadcaster client device
(100B) to a second plurality of viewer client devices (200C,
200D). The system comprises: A) a plurality of media
sources (300) to: receive the first broadcaster’s live stream
of digital content (102A) and the second broadcaster’s live
stream of digital content (102B); provide a first copy (202A)
of the first plurality of copies to a first viewer client device
(200A) of the first plurality of viewer client devices via a
first Internet communication channel (204A) between the
plurality of media sources and the first viewer client device
of the first plurality of viewer client devices; and provide a
first copy (202C) of the second plurality of copies to a first
viewer client device (200C) of the second plurality of viewer
client devices via a second Internet communication channel
(204C) between the plurality of media sources and the first
viewer client device of the second plurality of viewer client
devices. The system further comprises: B) a control server
(500) to periodically retrieve, via the Internet and from an
event information provider (55), first event information
(502A) germane to the first live sporting event and second
event information (502B) germane to the second live sport-
ing event. The system further comprises: C) at least one
socket server (600) communicatively coupled to the control
server to: receive from the control server at least some of the
first event information (502A) and at least some of the
second event information (502B), wherein: the at least some
of'the first event information includes first score information
for the first sporting event; and the at least some of the
second event information includes second score information
for the second sporting event; and transmit at least the first
score information the at least some of the first event infor-
mation (502A) to the first viewer client device (200A) of the
first plurality of viewer client devices via a third Internet
communication channel (206A) between at least one first
event socket (602A) of the at least one socket server and the
first viewer client device of the first plurality of viewer
devices; and transmit at least the second score information
of the at least some of the second event information (502B)
to the first viewer client device (200C) of the second
plurality of viewer client devices via a fourth Internet
communication channel (206C) between at least one second
event socket (602B) of the at least one socket server and the
first viewer client device of the second plurality of viewer
devices.

It should be appreciated that all combinations of the
foregoing concepts and additional concepts discussed in
greater detail below (provided such concepts are not mutu-
ally inconsistent) are contemplated as being part of the
inventive subject matter disclosed herein. In particular, all
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combinations of claimed subject matter appearing at the end
of this disclosure are contemplated as being part of the
inventive subject matter disclosed herein. It should also be
appreciated that terminology explicitly employed herein that
also may appear in any disclosure incorporated by reference
should be accorded a meaning most consistent with the
particular concepts disclosed herein.

Other systems, processes, and features will become appar-
ent to those skilled in the art upon examination of the
following drawings and detailed description. It is intended
that all such additional systems, processes, and features be
included within this description, be within the scope of the
present invention, and be protected by the accompanying
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The skilled artisan will understand that the drawings
primarily are for illustrative purposes and are not intended to
limit the scope of the inventive subject matter described
herein. The drawings are not necessarily to scale; in some
instances, various aspects of the inventive subject matter
disclosed herein may be shown exaggerated or enlarged in
the drawings to facilitate an understanding of different
features. In the drawings, like reference characters generally
refer to like features (e.g., functionally similar and/or struc-
turally similar elements).

FIG. 1A is a block diagram showing respective elements
of a system to facilitate live streaming of digital content
(video and/or audio) from multiple broadcasters to multiple
viewers, according to some inventive implementations.

FIG. 1B illustrates a display of an example client device
in the system of FIG. 1A, showing various displayed content
according to some inventive implementations.

FIG. 2 is a block diagram of the broadcast/viewing servers
and memory storage devices shown in FIG. 1A according to
some inventive implementations.

FIG. 3 is a block diagram showing additional details of
the various interconnections between the respective compo-
nents of the servers and memory storage devices shown in
FIG. 2, according to some inventive implementations.

FIGS. 4A and 4B show a process flow diagram illustrating
a broadcast media server selection algorithm according to
one inventive implementation, which in some examples may
be performed by one or more web servers shown in FIGS.
2 and 3.

FIGS. 5A through 5C show a process flow illustrating a
media server process for the media servers shown in FIGS.
2 and 3, according to one inventive implementation.

FIG. 6 is a block diagram illustrating the selective cou-
pling of an example viewer client device to one of the media
sources of the servers and memory storage devices shown in
FIGS. 2 and 3, according to some inventive implementa-
tions.

FIG. 7 is a process flow diagram illustrating a viewer
stream source selection algorithm according to one inventive
implementation, which in some examples may be performed
by the one or more web servers shown in FIGS. 2, 3 and 6.

FIG. 8 is a block diagram showing additional details of
the HLS server architecture of the servers and memory
storage devices shown in FIGS. 2, 3 and 6, according to
some inventive implementations.

FIGS. 9A through 9D show a process flow illustrating an
HLS stream viewing process performed by the HLS server
architecture shown in FIG. 8, according to one inventive
implementation.

20

25

30

35

40

45

50

55

60

65

12

FIG. 10 illustrates some of the functionality (e.g., services
and other processes) performed by the control server shown
in FIGS. 2 and 3, according to one inventive implementa-
tion.

FIGS. 11A through 11C show a process flow diagram
illustrating an RTMP media server scaling system service
method performed by the control server of FIG. 10, accord-
ing to one inventive implementation.

FIGS. 12A through 12C show a process flow diagram
illustrating an RTMP CDN server scaling system service
method performed by the control server of FIG. 10, accord-
ing to one inventive implementation.

FIGS. 13A and 13B show a process flow diagram illus-
trating a stream and server watchdog service method per-
formed by the control server of FIG. 10, according to one
inventive implementation.

FIGS. 14A and 14B show a process flow diagram illus-
trating a check RTMP media/CDN server method performed
by the control server of FIG. 10 (e.g., as part of the method
shown in FIGS. 13A and 13B), according to one inventive
implementation.

FIG. 15 shows a process flow diagram illustrating an
event data ingress service method performed by the control
server of FIG. 10, according to one inventive implementa-
tion.

FIGS. 16A and 16B show a process flow diagram illus-
trating a live event data monitor service method performed
by the control server of FIG. 10, according to one inventive
implementation.

FIGS. 17A and 17B show a process flow diagram illus-
trating an asynchronous task service method performed by
the control server of FIG. 10, according to one inventive
implementation.

FIGS. 18A and 18B show a process flow diagram illus-
trating a process for taking a screenshot (thumbnail) of a live
stream, performed by the control server of FIG. 10, accord-
ing to one inventive implementation.

FIGS. 19A and 19B show a process flow diagram illus-
trating a user login process according to one inventive
implementation, which in some examples may be performed
by a client device and facilitated by one or more web servers
shown in FIGS. 2 and 3.

FIGS. 20A and 20B show a process flow diagram illus-
trating a mobile broadcaster stream create process according
to one inventive implementation, which in some examples
may be performed by a broadcaster client device shown in
FIG. 1A and facilitated by one or more web servers shown
in FIGS. 2 and 3.

FIGS. 21A, 21B, 21C, 21D, and 21E show a process flow
illustrating a mobile broadcaster active stream process
according to one inventive implementation, which in some
examples may be performed at least in part by a broadcaster
client device shown in FIG. 1A.

FIGS. 22A and 22B show a communication flow diagram
illustrating process flow elements and the server and/or
memory storage devices involved in the communication
flow for the processes shown in FIGS. 20A and 20B, and
FIGS. 21A-21E, according to one inventive implementation.

FIGS. 23A and 23B show a communication flow diagram
illustrating process flow elements and the server and/or
memory storage devices involved in the communication
flow for a live stream RTMP media server or RTMP CDN
viewer, according to one inventive implementation.

FIGS. 24A and 24B show a communication flow diagram
illustrating process flow elements and the server and/or
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memory storage devices involved in the communication
flow for a live stream HLS viewer, according to one inven-
tive implementation.

FIGS. 25A, 25B, and 25C show a process flow illustrating
a mobile client live stream replay method, according to one
inventive implementation.

FIGS. 26A, 26B, and 26C show a process flow illustrating
an event data replay process called in the method of FIGS.
25A, 25B and 25C, according to one inventive implemen-
tation.

FIG. 27 shows a process flow illustrating a user input
replay process called in the method of FIGS. 25A, 25B and
25C, according to one inventive implementation.

DETAILED DESCRIPTION

Following below are more detailed descriptions of various
concepts related to, and implementations of, inventive sys-
tems, methods and apparatus for scalable low-latency view-
ing of broadcast digital content streams of live events, and
synchronization of event information with viewed streams,
via multiple Internet channels. It should be appreciated that
various concepts introduced above and discussed in greater
detail below may be implemented in various manners, and
that examples of specific implementations and applications
are provided primarily for illustrative purposes.

1. Overview

The present disclosure describes inventive systems, appa-
ratus, and methods for connecting followers of live events
(e.g., sports, performances, speeches, etc.), including com-
mentators, spectators, and/or participants in live events (e.g.,
athletes, performers, politicians, etc.). In some example
implementations, the inventive systems, apparatus and
methods further provide a social platform for sharing and
contributing multimedia associated with live events.

Live streaming is used herein to refer to delivery and/or
receipt of content in real-time, as events happen, or sub-
stantially in real time, as opposed to recording content to a
file before being able to upload the file to a media server, or
downloading the entire file to a device before being able to
watch and/or listen to the content. Streaming media is used
herein to refer to multimedia (e.g., digital video and/or audio
media) that is delivered between two or more network-
connected devices in real time or substantially in real time.
Streaming may apply to continuously updated media content
other than video and audio including, but not limited to, a
live ticker, closed captioning, and real-time text. An end-
user (e.g., a viewer) may watch and/or listen to media
streamed over a network (e.g., the Internet) using a user
output interface such as a display and/or over a speaker
communicatively coupled with, for example, a desktop
computer, notebook or laptop computer, smart television,
set-top box, Blu-ray™ player, game console, digital media
player, smartphone (e.g., iOS or Android), or another net-
work-connected interactive device.

In some implementations, a network platform receives
and provides multimedia (e.g., digital video content and/or
digital audio content) associated with a live event. The
multimedia may be captured by one or more broadcasters
present at the live event. A broadcaster present at the live
event may stream video and/or audio content to the network
platform in real time or substantially in real time during the
live event. For example, a broadcaster may capture video of
a sporting event, such as a local high school football game,
using a video camera, smartphone camera, etc. The video
may include audio and/or visual commentary from the
broadcaster. One or more viewers (either present or not
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present at the event) may stream video and/or audio of the
event to watch and/or listen in real time or substantially in
real time during the live event to the broadcaster’s com-
mentary. Alternatively, a broadcaster present at the live
event may record video and/or audio content for delayed
streaming or uploading to the network platform during or
after the live event, and a viewer may download the broad-
caster’s recording of the live event and the video and/or
audio commentary for delayed viewing and/or listening.

In some implementations, a broadcaster may or may not
be present at a live event to still generate multimedia content
(broadcaster commentary) associated with the event during
the event. For example, a broadcaster may generate audio or
visual content about the event while simultaneously follow-
ing the event via a live broadcast by a third party (e.g.,
television, radio, Internet, etc.). The multimedia content may
or may not include or be integrated with video and/or audio
from the event itself.

In some implementations, a network platform is capable
of integrating user-generated (broadcaster-generated) mul-
timedia with real-time data (e.g., “event information) col-
lected by the user or a third party. For example, a live
competitive event may be integrated with scores for the
event. Other real-time data may include but is not limited to
alerts, statistics, trivia, polls, news, broadcaster and/or
viewer messages, and/or advertising associated with or
relevant to the event, a participant in the event, a location of
the event, a date/time of the event, etc. In one implementa-
tion, a network platform allows a user to select content, for
example, news articles, and create onscreen elements for
simultaneous viewing of the content.

Audio and/or visual indications and content may be
integrated with user-generated multimedia for simultaneous
presentation. The presentation may be in real-time or sub-
stantially in real-time. For example, audio indications may
be presented with digital video media, and/or visual content
may be presented with digital audio media. In some imple-
mentations, audio and/or visual indications and content are
presented simultaneously with digital audio and/or video
media using multiple tracks and/or display frames or over-
lays. For example, digital video media of a basketball game
or of a broadcaster providing play-by-play audio commen-
tary for the game may be displayed with an overlay of a
real-time scoreboard and/or ticker. Alternatively, the real-
time scoreboard and/or ticker may be presented in a separate
frame.

Audio and/or visual indications and content may be
modifiable and/or interactive. For example, traditional news
and sports broadcasting may insert audio and/or visual
indications and content into an outgoing digital audio and/or
video media stream. The receiving client devices have been
assumed to be “dumb,” that is, only capable of displaying
the audio and/or video media as received. In contrast, in
inventive implementations disclosed herein “smart” client
devices allow audio and/or visual indications and content to
be rendered on the client side, which allows for real-time
modification and interaction with viewers and/or listeners.
That is, client-side rendering allows for interactivity with
elements and enhanced features not available to traditional
broadcasting.

FIG. 1A is a block diagram of a system according to one
inventive implementation, including multiple client devices
(e.g., broadcaster client devices 100A and 100B, viewer
client devices 200A, 200B, 200C and 200D), broadcast/
viewing servers and memory storage devices 1000 (e.g.,
serving as the network platform noted above), an event
information provider 55, one or more news feeds (RSS
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feeds) 65, and a digital distribution platform (app store) 75
all communicatively coupled via the Internet 50. Each of the
client devices 100A, 100B, 200A, 200B, 200C, 200D may
download from the digital distribution platform 75 an app or
software program that becomes resident on the client device
(i.e., a client app) and performs at least some of the various
broadcaster and viewer functionality described herein in
connection with broadcasting live streams of digital content
and viewing copies of broadcasted live streams, exchanging
chat messages amongst broadcasters and one or more view-
ers, logging system events and providing system event
messages to broadcasters and viewers, collecting and main-
taining/updating event information and providing event
information to broadcasters and viewers in a synchronized
manner, providing and updating various animation and
special effects graphics, and replaying of recorded streams.

Although FIG. 1A illustrates two broadcaster client
devices and four viewer client devices, it should be appre-
ciated that various numbers of client devices (broadcaster
client devices and viewer client devices) are contemplated
by the systems, apparatus and methods disclosed herein, and
those shown in FIG. 1A are for purposes of illustration.
More specifically, a given broadcaster may have virtually
any number of viewers using respective viewer client
devices to receive copies of the broadcaster’s live stream of
digital content via the servers and memory storage devices
1000; similarly, the system may accommodate virtually any
number of broadcasters providing live streams of digital
content to the servers and memory storage devices 1000,
wherein each broadcaster has multiple viewers receiving
copies of the broadcaster’s live stream of digital content. In
the example shown in FIG. 1A, a first broadcaster client
device 100A provides a first live stream of digital content
102A, and a first plurality of viewer client devices 200A and
200B (grouped by a first bracket) receive respective copies
202A and 202B of the first broadcaster’s live stream of
digital content. Similarly, a second broadcaster client device
100B provides a second live stream of digital content 102B,
and a second plurality of viewer client devices 200C and
200D (grouped by a second bracket) receive respective
copies 202C and 202D of the second broadcaster’s live
stream of digital content. With respect to events or news that
may be germane to a given broadcaster’s live stream of
digital content, the broadcast/viewing servers and memory
storage devices 1000 may retrieve various event information
from the event information provider 55 (e.g., STATS LLC),
and various news from news feeds (RSS) 65, and in turn
convey various event information and/or news to one or
more client devices.

As discussed in further detail below, a variety of digital
content format and transmission protocols are contemplated
herein for the broadcaster live streams 102A and 102B
output by the broadcaster client devices 100A and 100B
respectively, as well as the copies of the live streams 202A,
202B, 202C and 202D received by respective viewer client
devices 200A, 200B, 200C and 200D. For example, the first
broadcaster client device 100 A may be a mobile broadcaster
client device (e.g., a smartphone) and output a live stream of
digital content 102A having an H.264 MPEG-4 Advanced
Video Coding (AVC) video compression standard format,
via real time messaging protocol (RTMP) transport for
continuous streaming over the Internet (e.g., via a persistent
connection to a first media server of the servers and memory
storage devices 1000). The second broadcaster client device
100B may be a web-based device (e.g., a desktop computer)
and output a live stream of digital content 102B having a
VP8 video compression format, transmitted via the web
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real-time communication (WebRTC) protocol for continu-
ous streaming over the Internet (e.g., via a persistent con-
nection to a second media server of the servers and memory
storage devices 1000). The copies of the live streams 202A,
202B, 202C and 202D may be transmitted by the servers and
memory storage devices 1000 as continuous streams using
RTMP or WebRTC, or using segmented and/or adaptive
bitrate (ABR) protocols (e.g., Apple’s HI'TP Live Streaming
“HLS;” Microsoft’s HTTP Smooth Streaming “MSS;” Ado-
be’s HT'TP Dynamic Streaming “HDS;” standards-based
ABR protocol “MPEG-DASH”).

FIG. 1B illustrates a display 250 of an example viewer
client device 200A in the system of FIG. 1A, showing
various displayed content according to some inventive
implementations. It should be appreciated that one or more
elements of the various content discussed in connection with
FIG. 1B similarly may be provided on the display of a
broadcaster client device. In the example of FIG. 1B, a
broadcaster is providing video-based commentary relating
to a live sporting event, and the display 250 of the viewer
client device 200A includes various content elements includ-
ing the broadcaster’s video-based commentary 252, event
information 254 relating to the live sporting event about
which the broadcaster is providing the video-based com-
mentary, chat messages 258 from one or more viewers
consuming the broadcaster’s video-based commentary, and
various graphics, special effects and/or animation elements
256 (e.g., some of which are rendered in a “lower third” of
the display 250).

More specifically, as shown in FIG. 1B, the client device
200A renders in the display 250 (pursuant to execution of a
client app or software program) a first broadcaster’s video-
based commentary 252. As discussed above in connection
with FIG. 1A, the first broadcaster’s video-based commen-
tary 252 is codified in a live stream of digital content 102A
provided by the first broadcaster client device 100A to the
servers and memory storage devices 1000, and a copy 202A
of the first broadcaster’s live stream is received by the
viewer client device 200A from the servers and memory
storage devices 1000. The display also includes event infor-
mation 254 in the form of a “scorebug,” wherein the
scorebug includes indicators for the teams participating in
the live sporting event, score information for the live sport-
ing event, and event status (e.g., time clock, period or
quarter, etc.). In various implementations discussed in fur-
ther detail below, the scorebug may be animated, may
include one or more special effects graphics elements, and/or
may be interactive (e.g., the viewer may press or thumb-over
one or more portions of the scorebug to launch further
graphics or animations, receive additional information about
the live sporting event, or navigate to another Internet
location to receive additional information relating to the live
sporting event).

The display 250 in FIG. 1B also includes lower-third
content 256 comprising additional graphics, special effects
and/or animation elements which similarly may be interac-
tive; such elements may include a broadcaster-selected title
for the broadcast, as well as text commentary from the
broadcaster or event-related news. Additionally, as shown in
the left portion of the display 250, the display may include
one or more chat messages 258 from different viewers of the
broadcaster’s video-based commentary, including responses
from the broadcaster themselves; as seen in FIG. 1B, the
chat messages 258 may include the name of the viewer, a
viewer photo, and the chat message cont