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1140 incorporates the necessary device or devices to provide 
communications using the embodiment's physical transport 
layer. 

FIG. 20B depicts a simplified block diagram of set-top 
appliance 1120 as shown in FIG. 19D supporting coupling 
1002 with hand held remote 1000 and couplings 1112 and 
1114 with set-top box 1110. 

Set-top box interface 1140 provides processed downlink 
coupling 1114 to set-top box 1110 and receives initial uplink 
coupling 1112 from set-top box 1110 as shown in FIG. 19D. 10 

Set-top box interface 1140 incorporates the necessary device 
or devices to provide these communications. 

28 
co-pending application Ser. No. 09/679,115, entitled 
"Increased Bandwidth in Aloha-based Frequency Hopping 
Transmission Systems". Node 1310 may support the opti
mized upstream communication. Upstream communication 
from augmented node 1310 and from augmented Headend 
1410 may employ the same upstream communications pro
tocol, or different upstream communications protocol. 

Note that metropolitan Headend 1410 may not be 
involved in the optimized upstream communication scheme. 

Alternatively, metropolitan Headend 1410 may be 
involved in the optimized upstream communication scheme. 
Augmented metropolitan Headend 1410 may further control 
the optimized upstream communication as disclosed in the 
co-pending application Ser. No. 09/679,115, entitled 

FIG. 20C depicts a block diagram further depicting acces
sibly coupled 1162 memory 1160 as shown in FIGS. 20A 
and 20B. 

Accessibly coupled 1162 memory 1160 may contain 
RAM memory 1180 coupled 1182 to computer 1150. Acces
sibly coupled memory 1160 may include more than one 
RAM memory 1180. Distinct RAM memories 1180 may be 
distinctly coupled to computer 1150. One or more RAM 
memories 1180 may act as a cache memory for computer 
1150. 

15 "Increased Bandwidth in Aloha-based Frequency Hopping 
Transmission Systems". Augmented Headend 1410 may 
support the optimized upstream communication between 
node 1310 and set-top apparatus 1100-180. Node 1310 may 
then carry out the optimized upstream communication. 

Accessibly coupled 1162 memory 1160 may contain 
non-volatile memory 1190 coupled 1192 to computer 1150. 
Accessibly coupled memory 1160 may include more than 
one non-volatile memory 1190. Distinct non-volatile memo
ries 1190 may be distinctly coupled to computer 1150. A 
non-volatile memory may be organized as file management 
system. 

20 Upstream communication from augmented node 1310 and 
from augmented Headend 1410 may employ the same 
upstream communications protocol, or different upstream 
communication protocols. 

Note that in certain network installations, there may be no 
25 metropolitan Headend, augmented or otherwise. Further, in 

certain network installations, there may only be one Head
end. 

Note that the coupling 1182 of RAM memory 1180 may 30 

be distinct from coupling 1192 of non-volatile memory 1190 
with computer 1150. Either RAM memory and/or non
volatile memory components may be packaged with com
puter 1150. 

FIG. 21 depicts a remote control unit 1000-180 coupled 35 

1002-180 to set-top apparatus 1100-180. Set-top appliance 
1100-180 communicates via a one- or two-stage wireline 
communications system containing a wireline physical 
transport 1200 to an augmented distributor node 1310. The 
communications traverse augmented distributor node 1310 40 

interfaced to a wireline communications loop including an 
augmented Headend 1410. The network may further support 
a communications loop including augmented metropolitan 
Headend 1410. 

As used herein, the adjective augmented is used to refer 45 

to a node incorporating at least one embodiment of the 
invention. 

Augmented node 1310 may control and support opti
mized upstream communication as disclosed in the co
pending application Ser. No. 09/679,115, entitled "Increased 50 

Bandwidth in Aloha-based Frequency Hopping Transmis
sion Systems" by Calderone and Foster, both inventors of 
this application and commonly assigned to AgileTV, and 
incorporated herein by reference. 

Augmented node 1310 may provide cached content such 55 

as popular videos for a VOD service. 
Speech processing may be performed in many situations 

at augmented node 1310. 

FIG. 22 depicts a remote control unit 1000-180 coupled 
1002-180 to set-top apparatus 1100-180, communicating via 
a two-stage wireline communications system containing a 
wireline physical transport 1200 to a distributor node 126. 
Distributor node 126 interlaces to a wireline communica
tions loop including an augmented Headend 1414. The 
network may further support a communications loop includ
ing augmented metropolitan Headend 1410, in accordance 
with the invention. 

Augmented Headend 1414 may control and support opti
mized upstream communication as disclosed in the co
pending application Ser. No. 09/679,115, entitled "Increased 
Bandwidth in Aloha-based Frequency Hopping Transmis
sion Systems" by Calderone and Foster, both inventors of 
this application and commonly assigned to Agile TV, incor
porated herein by reference. 

Augmented Headend 1414 may provide cached content 
such as popular videos for a VOD service. Speech process
ing may be performed in many situations at augmented 
Headend 1414 

Augmented metropolitan Headend 1410 may further pro
vide speech processing capabilities. Augmented metropoli
tan Headend 1410 may be used to handle speech processing 
requirements for Headends 100 and 106, which are not 
augmented by this invention. 

The couplings between STB 1100-180, Node 126 and 
Headend 1410 may also support bi-directional communica
tion allowing the STB 1100-180 to receive multiple televi
sion channels and allowing STB 1100-180 to signal at least 
limited information to augmented Headend 1410, which 
may well include management of Pay-per-View and other Augmented Headend 1410 and augmented metropolitan 

Headend 1410 provide speech processing capabilities. Aug
mented Headend 1410 may be used to handle speech pro
cessing for nodes 120 and 124. Augmented metropolitan 
Headend 1410 may be used to handle speech processing for 
Headends 100 and 106. Headends 100 and 106, and nodes 
120 and 124 are not augmented by this invention. 

60 serv1ces. 

Alternatively, augmented Headend 1410 may control the 
optimized upstream communication as disclosed in the 

Alternatively, augmented metropolitan Headend 1410 
may control the optimized upstream communication as 
disclosed in the co-pending application Ser. No. 09/679,115, 
entitled Increased Bandwidth in Aloha-based Frequency 

65 Hopping Transmission Systems. Augmented Headend 1414 
may then support the optimized upstream communication. 
Upstream communication from augmented node 126 and 
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from augmented Headend 1410 may employ the same 
upstream communications protocol, or a different upstream 
communications protocol. 

Note that metropolitan Headend 1410 may not be 
involved in the optimized upstream communication scheme. 

Alternatively, metropolitan Headend 1410 may be 
involved in the optimized upstream communication scheme. 
Augmented metropolitan Headend 1410 may further control 
the optimized upstream communication as disclosed in the 
co-pending application Ser. No. 09/679,115, entitled 10 

Increased Bandwidth in Aloha-based Frequency Hopping 
Transmission Systems. Augmented Headend 1410 may sup
port the optimized upstream communication between node 
126 and set-top apparatus 1100-180. Node 126 may then 
carry out the optimized upstream communication. Upstream 15 

communication from node 126 and from augmented Head
end 1410 may employ the same upstream communications 
protocol, or different upstream communication protocols. 

Note that in certain network installations, there may be no 
metropolitan Headend, augmented or otherwise. Further, in 20 

certain network installations, there may only be one Head
end. 

FIG. 23 depicts a detail block diagram of an augmented 
distributor node 1310, coupled to wireline physical transport 
1200 and coupled to the wireline communications loop of 25 

FIG. 21. 

30 
receiver 1322 providing as many uplinks 1204 as required. 
This is done strictly to simplifY the discussion and is not 
meant to imply any limitation on the invention. 

Uplink 1204 communication includes a back charmel. 
This back channel includes multiple identified speech chan
nels from multiple user sites (STBs) 1100, as shown in 
FIGS. 21 and 22. Receiver 1322 provides 1326 a back 
channel to speech engine 1330. Speech engine 1330 per-
forms at least the operations of FIG. 10. 

Speech engine 1330 further communicatively interacts 
1374 with network interface 1370. Network interface 1370 
couples 1372 to other network components. Network cou
pling 1372 may further include a predominantly input cou
pling 1306 and a predominantly output coupling 1308. 

Network interface 1370 may communicatively interact 
1376 with local system management and billing 1380. Local 
system management and billing 1380 may include systems 
management and billing data relevant to the elements of the 
overall network managed or controlled through the local 
node. 

Local system management and billing 1380 may further 
maintain systems management and billing data relevant to 
the elements of the overall network managed or controlled 
through the local node. 

Local system management and billing 1380 may include 
a cache of systems management and billing data relevant to 
the elements of the overall network managed or controlled 
through the local node. 

Note that there may be one transport 1200. Transceiver 
1320 couples to transport 1200 to provide uplink 1204 and 
downlink 1202 communications between STB's 1100 of 
FIG. 21. 

There may be multiple transports 1200 corresponding to 
wire line circuits servicing combinations of at least one of the 
interfaces 170, 174 and 178, as shown in FIGS. 1, 2, 21 and 
22. Transceiver 1320 couples to transport 1200 to provide 
uplink 1204 and downlink 1202 communications between 
STB's 1100 of FIGS. 21 and 22. Note that transceiver 1320 
may provide multiple uplinks 1204. Transceiver 1320 may 
provide multiple downlinks 1202. 

Receiver 1322 provides 1326 a back channel to speech 
30 engine 1330. Speech engine 1330 performs at least the 

operations of FIG. 10. Speech engine 1330 further commu
nicatively interacts 1374 with network interface 1370. 

Transceiver 1320 may include transmitter 1324 providing 
downlink 1202 communications to wireline physical trans
port 1200. Multiple downlinks 1202 may be provided by 
transmitter 1324. Alternatively, multiple downlinks 1202 
may be provided by more than one transmitter 1324. 

Transceiver 1320 may include receiver 1322 providing 
uplink 1204 communications from wireline physical trans
port 1200. Multiple uplinks 1204 may be provided by 
receiver 1322. Alternatively, multiple uplinks 1204 may be 
provided by more than one receiver 1322. 

Wireline physical transport 1200 may further include 
separate uplink physical transport 1204 and downlink physi

Speech engine 1330 may communicatively interact 1382 
with system management and billing 1380. Speech engine 

35 1330 may send 1382 system management and billing 1380 
requests for user account information, including, but not 
limited to, credit information, authorization profiles for 
channel viewing, credit limits, and parental safeguards. 
Speech engine 1330 may send 1382 system management 

40 and billing 1380 user passwords, confirmation of commit
ments, commands regarding authorization levels of other 
users, such as children within a user's household. 

Speech engine 1330 may receive 1382 from system 
management and billing 1380 credit information, authori-

45 zation profiles for channel viewing, credit limits and paren
tal safeguards. Speech engine 1330 may receive 1382 from 
system management and billing 1380 confirmation of accep
tance of contracts from financial engines. Acceptance of 
contracts from external financial engines may be received in 

50 a number of different ways, including through interactions 
with network interface 1370 or other external communica
tions networks 1312. 

cal transport 1202. Various embodiments of the invention 
may include multiple uplink physical transports 1204. Vari
ous embodiments of the invention may include multiple 
downlink physical transports 1202. There may be a differ
ence in the number of uplink physical transports 1204 and 55 

the number of downlink physical transports 1202. 

System management and billing 1380 may further include 
interfaces to other external communications networks. Such 
circuitry is not the subject of this invention and is not 
discussed further herein. 

Note that there may be a difference in the number of 
transmitters 1324 and the number of receivers 1322. 

Similarly, the mechanism of contract acceptance between 
system management and billing 1380 and financial engines 
is not the subject of this invention and is not discussed 
further herein. 

Speech engine 1330 may receive 1338 from content 
engine 1340 content status information. Content status infor
mation may include a list of available services through the 
coupled network(s). Content status information may further 

By way of example, referring to FIG. 21, one downlink 
stream 1202 may be sent to interface 170, and a second 60 

downlink stream, not shown in FIG. 21 or FIG. 23, may be 
sent to interface 174. One uplink stream 1204 may be 
received from interface 170, and a second uplink stream, not 
shown in FIG. 21 or FIG. 23, may be received from interface 
174. 65 include a list of services available within the node. 

Hereafter, the discussion focuses on a single transmitter 
1324 providing as many downlinks 1202 and on a single 

Content status information may include a list of content 
items cached through the network. Content status informa-
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tion may further include a list of content items cached at the 
node. Cached content items may include Interactive Pro
gram Guide (IPG) listings for some period of time. Cached 
content items may include one or more video sequences 
provided through Video On Demand (VOD) or Pay-Per
View services. 

Content engine 1340 communicatively interacts 1378 
with network interface 1370. Content engine 1340 may 
provide at least one locally generated multi-media stream 
1342 to Multiplexor engine 1360 as well as at least one 10 

multi-media stream 1344 received 1378 through network 
interface 1370. Content engine 1340 may modifY multi
media stream 1344 received 1378 from network interface 
1370 through network input 1306. Content engine 1340 may 
stimulate 1378 network interface 1370, altering network 15 

output 1308 from network interface 1370. 
Content engine 1340 may have more than one registered 

application server each presenting static menu content and 
dynamic content. A speech processor within speech engine 
1330 may be presented a grammar based upon the static and 20 

dynamic content of multiple registered application servers. 
The merged services may be presented to the users as 
specialized, multi-application service menus provided by the 
speech engine 1330 to the users. 

Speech engine 1330 may generate one or more charmels 25 

of speech response content through coupling 1332 to modu
lator engine 1350. Modulator engine 1350 may further 
provide 1334 status and reliability information to speech 
engine 1330. Speech response content channels presented 
through coupling 1332 may be digital. Speech response 30 

content channels may be presented as bits or clusters of bits 
of a specific bit width. 

32 
Receiver 1322 provides a back charmel to speech engine 

1330 through interactions 1328 with switch 1390 delivering 
1392 the back charmel to speech engine 1330. 

Speech engine 1330 commnnicatively interacts 1374 with 
network interface 1370 by the speech engine 1330 interact
ing 1392 with switch 1390 which interacts 1398 with 
network interface 1370. 

Network interface 1370 may communicatively interact 
with local system management and billing 1380 by com
municatively interacting 1398 with switch 1390, which 
communicatively interacts 1396 with system management 
and billing 1380. 

Speech engine 1330 may commnnicatively interact 1382 
with system management and billing 1380 by commnnica
tively interacting 1392 with switch 1390, which communi
catively interacts with system management and billing 1380. 

Speech engine 1330 may receive content status informa
tion from content engine 1340 by content engine 1340 
interacting 1394 with switch 1390, which delivers 1392 the 
content status information to speech engine 1330. 

Content engine 1340 communicatively interacts with net
work interface 1370 by content engine 1340 commnnica
tively interacting with switch 1390 and network interface 
1370 commnnicatively interacting with switch 1390. 

Switch 1390 may support digital interfaces. Switch 1390 
may include a circuit switch. The circuit switch may support 
Ethernet protocols. Switch 1390 may include an ATM 
switch. Switch 1390 may support analog interfaces. Such 
analog interfaces may include wavelength division multi
plexing. Switch 1390 may be composed of more than one 
switch. 

The invention may include various combinations of direct 
interconnections and switch networks as shown in FIGS. 23 
and 24. 

FIG. 25 depicts a generic block diagram of a prior art 
Headend 104 as shown in FIG. 3. 

Uplink 138 communication includes a back channel. 
This back charmel includes multiple response charmels 

from multiple user sites STBs, as shown in FIGS. 1 and 2. 
Receiver 1422 provides 1427 a back charmel to content 
engine 1440. 

Multiple charmels may be multiplexed onto coupling 
1332 by speech engine 1330. The multiplexing mechanism 
onto charmel1332 may perform time division multiplexing. 35 

Modulator engine 1350 may demultiplex multiple multi
plexed charmels received through coupling 1332. Modulator 
engine 1250 may convert one or more demultiplexed chan
nels into modulated channels, or modulated collections of 
channels, presented 1352 and 1354 to multiplexor engine 40 

1360. 
Network interface 1470 may commnnicatively interacts 

1476 with Headend system management and billing 1480. 
Headend system management and billing 1480 may include 

45 systems management and billing data relevant to the ele
ments of the overall network managed or controlled through 
the Headend. 

Multiplexor engine 1360 accepts the multiple locally 
generated charmels 1352, 1354 and 1342 as well as the 
locally received, and possibly modified, external stream 
1344 to create at least one merged stream 1362. Multiplexor 
engine 1360 may create more than one merged stream, e.g. 
1364. 

Transmitter 1324 receives at least one merged stream 
1362 from multiplexor engine 1360 to generate at least one 
downlink stream 1202 of physical transport 1200. Transmit
ter 1324 may receive more than one merged stream 1364 
from multiplexor engine 1360. 

Headend system management and billing 1480 may fur
ther maintain systems management and billing data relevant 

50 to the elements of the overall network managed or controlled 
through the Headend. 

Headend system management and billing 1480 may 
include a cache of systems management and billing data 
relevant to the elements of the overall network managed or 

55 controlled through the Headend. 
Speech engine 1330 may further interact 1312 with an 

external network. Such an interaction may involve at least 
one wireline physical transport layer. The wireline physical 
layer may support at least one or a combination of commu
nication protocols using optical, infra-red and radio fre
quency regions of the electromagnetic spectrnn1. Network 
interactions 1312 may support message passing protocols, 60 
including, but not limited to, TCP-IP. Network interactions 
1312 may further support communications with the Internet 
and World Wide Web. 

System management and billing 1480 may further include 
interfaces to other external communications networks. Such 
circuitry is not the subject of this invention and is not 
discussed further herein. 

Content status information may include a list of content 
items cached through the network. Content status informa
tion may further include a list of content items cached at the 
node. Cached content items may include Interactive Pro
gram Guide (IPG) listings for some period of time. Cached FIG. 24 depicts an alternative detail block diagram of an 

augmented distributor node 1310, coupled to wire line physi
cal transport 1200 and coupled to the wireline communica
tions loop of FIG. 21. 

65 content items may include one or more video sequences 
provided through Video On Demand (VOD) or Pay-Per
View services. 
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As earlier, the discussion focuses on a single transmitter 
1424 providing as many downlinks 1202 and on a single 
receiver 1422 providing as many uplinks 1204 as required. 
This is done strictly to simplifY the discussion and is not 
meant to imply any limitation on the invention. 

Uplink 1204 connnunication includes a back cham1el. 
This back channel includes multiple identified speech chan
nels from multiple user sites (STBs) 1100, as shown in 
FIGS. 21 and 22. Receiver 1422 provides 1426 a back 

Content engine 1440 connnunicatively interacts 1478 
with network interface 1470. Content engine 1440 may 
provide at least one locally generated multi-media stream 
1442 to Multiplexor engine 1460 as well as at least one 
multi-media stream 1444 received 1478 through network 5 

interface 1470. Content engine 1440 may modifY multi
media stream 1444 received 1478 from network interface 
1470 through network input 1406. Content engine 1440 may 
stimulate 1478 network interface 1470, altering network 
output 1408 from network interface 1470. 10 channel to speech engine 1430. Speech engine 1430 per

forms at least the operations of FIG. 10. Content engine 1340 may include, but is not limited to, 
one or more standard components of a head-end, OTA 
Receivers: Over The Air Receivers and Satellite receivers 
and Set-Top Box Controller. A Set-Top Box Controller is the 
transmission equivalent of the Headend receiver. This box 15 

sends connnands from the head-end to the individual user's 

Speech engine 1430 further connnunicatively interacts 
1474 with network interface 1470. Network interface 1470 
couples 1472 to other network components. Network cou
pling 1472 may further include a predominantly input cou
pling 1406 and a predominantly output coupling 1408. 

set-top box. Those connnands may include change cham1el, 
set decryption key to the following, enable the set-top box 
to present a pay channel. 

Multiplexor engine 1460 accepts the multiple locally 
generated cham1els 1452, 1454 and 1442 as well as the 
locally received, and possibly modified, external stream 
1444 to create at least one merged stream 1462. Multiplexor 
engine 1460 may create more than one merged stream, e.g. 
1464. 

Transmitter 1424 receives at least one merged stream 
1462 from multiplexor engine 1460 to generate at least one 
downlink stream 132 of physical transport 1200. Transmitter 
1424 may receive more than one merged stream 1464 from 
multiplexor engine 1460. 

FIG. 26 depicts an augmented Headend 1410 of FIG. 21 
or an augmented Headend 1414 of FIG. 22 or an augmented 
metropolitan Headend 1410 of FIGS. 21 or 22, in accor
dance with the invention. 

Note that there may be one transport 1200. Transceiver 
1420 couples to transport 1200 to provide uplink 1204 and 
downlink 1202 commnnications between STB's 1100 of 
FIG. 21. 

There may be multiple transports 1200 corresponding to 
wire line circuits servicing combinations of at least one of the 
interfaces 170, 174 and 178, as shown in FIGS. 1, 2, 21 and 
22. Transceiver 1420 couples to transport 1200 to provide 
uplink 1204 and downlink 1202 connnnnications between 
STB's 1100 of FIGS. 21 and 22. Note that transceiver 1420 
may provide multiple uplinks 1204. Transceiver 1420 may 
provide multiple downlinks 1202. 

Transceiver 1420 may include transmitter 1424 providing 
downlink 1202 connnunications to wireline physical trans
port 1200. Multiple downlinks 1202 may be provided by 
transmitter 1424. Alternatively, multiple downlinks 1202 
may be provided by more than one transmitter 1424. 

Network interface 1470 may connnunicatively interact 
1476 with Headend system management and billing 1480. 
Headend system management and billing 1480 may include 

20 systems management and billing data relevant to the ele
ments of the overall network managed or controlled through 
the Headend node. 

Headend system management and billing 1480 may fur
ther maintain systems management and billing data relevant 

25 to the elements of the overall network managed or controlled 
through the Headend node. 

Headend system management and billing 1480 may 
include a cache of systems management and billing data 
relevant to the elements of the overall network managed or 

30 controlled through the Headend node. 
Speech engine 1430 may connnnnicatively interact 1482 

with system management and billing 1480. Speech engine 
1430 may send 1482 system management and billing 1480 
requests for user account information, including, but not 

35 limited to, credit information, authorization profiles for 
channel viewing, credit limits and parental safeguards. 
Speech engine 1430 may send 1482 system management 
and billing 1480 user passwords, confirmation of connnit
ments, connnands regarding authorization levels of other 

40 users, such as children within a user's household. 
Speech engine 1430 may receive 1482 from system 

management and billing 1480 credit information, authori
zation profiles for channel viewing, credit limits and paren
tal safeguards. Speech engine 1430 may receive 1482 from 

45 system management and billing 1480 confirmation of accep
tance of contracts from financial engines. Acceptance of 
contracts from external financial engines may be received in 
a number of different ways, including through interactions 
with network interface 1470, or other external commnnica-

50 tions networks. 

Transceiver 1420 may include receiver 1422 providing 
uplink 1204 connnunications from wireline physical trans
port 1200. Multiple uplinks 1204 may be provided by 55 
receiver 1422. Alternatively, multiple uplinks 1204 may be 
provided by more than one receiver 1422. 

System management and billing 1480 may further include 
interfaces to other external connnunications networks. Such 
circuitry is not the subject of this invention and is not 
discussed further herein. 

Similarly, the mechanism of contract acceptance between 
system management and billing 1480 and financial engines 
is not the subject of this invention and is not discussed 
further herein. Wireline physical transport 1200 may further include 

separate uplink physical transport 1204 and downlink physi- Speech engine 1430 may receive 1438 from content 
engine 1440 content status information. Content status infor
mation may include a list of available services through the 
coupled network(s). Content status information may further 
include a list of services available within the node. 

cal transport 1202. Various embodiments of the invention 60 

may include multiple uplink physical transports 1204. Vari
ous embodiments of the invention may include multiple 
downlink physical transports 1202. There may be a differ
ence in the number of uplink physical transports 1204 and 
the number of downlink physical transports 1202. 

Content status information may include a list of content 
65 items cached through the network. Content status informa

tion may further include a list of content items cached at the 
node. Cached content items may include Interactive Pro-

Note that there may be a difference in the number of 
transmitters 1424 and the number of receivers 1422. 
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gram Guide (IPG) listings for some period of time. Cached 
content items may include one or more video sequences 
provided through Video On Demand (VOD) or Pay-Per
View services. 

Content engine 1440 communicatively interacts 1478 
with network interface 1470. Content engine 1440 may 
provide at least one locally generated multi-media stream 
1442 to Multiplexor engine 1460 as well as at least one 
multi-media stream 1444 received 1478 through network 
interface 1470. Content engine 1440 may modifY multi- 10 

media stream 1444 received 1478 from network interface 
1470 through network input 1406. Content engine 1440 may 
stimulate 1478 network interface 1470, altering network 
output 1408 from network interface 1470. 

Speech engine 1430 may generate one or more cham1els 15 

of speech response content through coupling 1432 to modu
lator engine 1450. Modulator engine 1450 may further 
provide 1434 status and reliability information to speech 
engine 1430. Speech response content channels presented 
through coupling 1432 may be digital. Speech response 20 

content channels may be presented as bits or clusters of bits 
of a specific bit width. 

36 
tively interacting with switch 1490 and network interface 
1470 commnnicatively interacting with switch 1490. 

Switch 1490 may support digital interfaces. Switch 1490 
may include a circuit switch. The circuit switch may support 
Ethernet protocols. Switch 1490 may include an ATM 
switch. Switch 1490 may support analog interfaces. Such 
analog interfaces may include wavelength division multi
plexing. Switch 1490 may be composed of more than one 
switch. 

The invention may include various combinations of direct 
interconnections and switch networks as shown in FIGS. 23 
and 24. 

Note that a single computer may perform the operations 
of the speech engine as shown in FIG. 10. The computer 
performs these operations as controlled by a program system 
including program steps residing in accessibly coupled 
memory. 

FIG. 28A depicts a block diagram of a speech engine 1330 
as shown in FIG. 23. 

Receiver 1322 provides 1326 a back channel to speech 
processor computer 1520. Speech processor computer 1520 
further communicatively interacts 1374 with network inter
face 1370. 

Speech processor computer 1520 may communicatively 
interact 1382 with system management and billing 1380. 
Speech processor computer 1520 may send 1382 system 
management and billing 1380 requests for user account 
information, including, but not limited to, credit informa
tion, authorization profiles for cham1el viewing, credit limits 

Multiple cham1els may be multiplexed onto coupling 
1432 by speech engine 1430. The multiplexing mechanism 
onto chamiel1432 may perform time division multiplexing. 25 

Modulator engine 1450 may demultiplex multiple multi
plexed cham1els received through coupling 1432. Modulator 
engine 1250 may convert one or more channels into modu
lated cham1els or modulated collections of cham1els then 
presented 1452 and 1454 to multiplexor engine 1460. 

Multiplexor engine 1460 accepts the multiple locally 
generated cham1els 1452, 1454 and 1442 as well as the 
locally received, and possibly modified, external stream 
1444 to create at least one merged stream 1462. Multiplexor 
engine 1460 may create more than one merged stream, e.g. 35 

1464. 

30 and parental safeguards. Speech processor computer 1520 
may send 1382 system management and billing 1380 user 
passwords, confirmation of commitments, commands 
regarding authorization levels of other users, such as chil
dren within a user's household. 

Transmitter 1424 receives at least one merged stream 
1462 from multiplexor engine 1460 to generate at least one 
downlink stream 1202 of physical transport 1200. Transmit
ter 1424 may receive more than one merged stream 1464 
from multiplexor engine 1460. 

FIG. 27 depicts an alternative augmented Headend 1410 

Speech processor computer 1520 may receive 1382 from 
system management and billing 1380 credit information, 
authorization profiles for channel viewing, credit limits and 
parental safeguards. Speech processor computer 1520 may 
receive 1382 from system management and billing 1380 

40 confirmation of acceptance of contracts from financial 
engines. Acceptance of contracts from external financial 
engines may be received in a number of different ways, 
including through interactions with network interface 1370 
or other external communications networks 1312. 

of FIG. 21 or an alternative augmented Headend 1414 of 
FIG. 22 or an alternative augmented metropolitan Headend 
1410 of FIGS. 21 or 22, in accordance with the invention. 45 Speech processor computer 1520 may receive 1338 from 

content engine 1340 content status information. Content 
status information may include a list of available services 
through the coupled network(s). Content status information 
may further include a list of services available within the 
node. 

Receiver 1422 provides a back cham1el to speech engine 
1430 through interactions 1428 with switch 1490 delivering 
1492 the back channel to speech engine 1430. 

Speech engine 1430 communicatively interacts 1474 with 
network interface 1470 by the speech engine 1430 interact- 50 

ing 1492 with switch 1490 which interacts 1498 with 
network interface 1470. 

Speech processor computer 1520 may generate one or 
more channels of speech response content through coupling 
1332 to modulator engine 1350. Modulator engine 1350 
may further provide 1334 status and reliability information 

Network interface 1470 may communicatively interact 
with Headend system management and billing 1480 by 
commnnicatively interacting 1498 with switch 1490, which 
commnnicatively interacts 1496 with system management 
and billing 1480. 

Speech engine 1430 may commnnicatively interact 1482 
with system management and billing 1480 by commnnica
tively interacting 1492 with switch 1490, which communi
catively interacts with system management and billing 1480. 

Speech engine 1430 may receive content status informa
tion from content engine 1440 by content engine 1440 
interacting 1494 with switch 1490, which delivers 1492 the 
content status information to speech engine 1430. 

Content engine 1440 communicatively interacts with net
work interface 1470 by content engine 1440 commnnica-

55 to speech processor computer 1520. Speech response con
tent channels presented through coupling 1332 may be 
digital. Speech response content channels may be presented 
as bits or clusters of bits of a specific bit width. 

Multiple channels may be multiplexed onto coupling 
60 1332 by speech processor computer 1520. The multiplexing 

mechanism onto channel 1332 may perform time division 
multiplexing. Modulator engine 1350 may demultiplex mul
tiple multiplexed cham1els received through coupling 1332. 
Modulator engine 1250 may convert one or more demulti-

65 plexed channels into modulated cham1els or modulated 
collections of channels then presented 1352 and 1354 to 
multiplexor engine 1360. 
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Speech processor computer 1520 may further interact 
1312 with an external network. Such an interaction may 
involve at least one wireline physical transport layer. The 
wireline physical layer may support at least one or a com
bination of communication protocols using optical, infra-red 
and radio frequency regions of the electromagnetic spec
trum. Network interactions 1312 may support message 
passing protocols, including, but not limited to, TCP-IP. 
Network interactions 1312 may further support communi
cations with the Internet and World Wide Web. 

38 
Speech processor computer 1520 may communicatively 

interact 1382 with system management and billing 1380 via 
secure interface 1578. Speech processor computer 1520 may 
send 1382 via secure interface 1578 requests for user 
account information, including, but not limited to, credit 
information, authorization profiles for channel viewing, 
credit limits and parental safeguards. Speech processor 
computer 1520 may send 1382 via secure interface 1578 
user passwords, confirmation of commitments, commands 

10 regarding authorization levels of other users, such as chil
dren within a user's household. Speech processor computer 1520 communicatively 

couples with mass storage 1540. Mass storage 1540 may 
include, but is not limited to, a disk, disk farm, or RAID. 
Mass storage 1540 may be organized by a file management 
system, or by one or more database management systems, or 15 

by a combination of file management and at least one 
database management system. 

Speech processor computer 1520 may receive 1382 via 
secure interface 1578 credit information, authorization pro
files for channel viewing, credit limits and parental safe
guards. Speech processor computer 1520 may receive 1382 
via secure interface 1578 confirmation of acceptance of 
contracts from financial engines. Acceptance of contracts 
from external financial engines may be received in a number 
of different ways, including through interactions with net-

FIG. 28B depicts a block diagram of a speech engine 1330 
as shown in FIG. 24. 

Receiver 1322 provides a back channel to speech proces
sor computer 1520 through interactions 1328 with switch 
1390 delivering 1392 the back channel to speech engine 
1520. 

Speech processor computer 1520 communicatively inter
acts 1374 with network interface 1370 by the speech pro
cessor computer 1520 interacting 1392 with switch 1390 
which interacts 1398 with network interface 1370. 

Speech processor computer 1520 may communicatively 
interact 1382 with system management and billing 1380 by 
communicatively interacting 1392 with switch 1390, which 
communicatively interacts with system management and 
billing 1380. 

Speech processor computer 1520 may receive content 
status information from content engine 1340 by content 
engine 1340 interacting 1394 with switch 1390, which 
delivers 1392 the content status information to speech 
processor computer 1520. 

As in FIG. 24, switch 1390 may support digital interfaces. 

20 work interface 1370 or other external communications net
works 1312. 

Speech processor computer 1520 may receive 1338 from 
content engine 1340 content status information. Content 
status information may include a list of available services 

25 through the coupled network(s). Content status information 
may further include a list of services available within the 
node. 

Speech processor computer 1520 may generate one or 
more channels of speech response content through coupling 

30 1332 to modulator engine 1350. Modulator engine 1350 
may further provide 1334 status and reliability information 
to speech processor computer 1520. Speech response con
tent channels presented through coupling 1332 may be 
digital. Speech response content channels may be presented 

35 as bits or clusters of bits of a specific bit width. 
Multiple channels may be multiplexed onto coupling 

1332 by speech processor computer 1520. The multiplexing 
mechanism onto channel 1332 may perform time division 
multiplexing. 

Speech processor computer 1520 may further interact 
1312 with an external network. Such an interaction may 
involve at least one wireline physical transport layer, each 
using at least one of optical, infra-red and radio frequency 
regions of the electromagnetic spectrum. Network interac-

Switch 1390 may include a circuit switch. The circuit switch 
may support Ethernet protocols. Switch 1390 may include 40 

anATM switch. Switch 1390 may support analog interfaces. 
Such analog interfaces may include wavelength division 
multiplexing. Switch 1390 may be composed of more than 
one switch. 

45 tions 1312 may support message passing protocols, includ
ing, but not limited to, TCP-IP and may further support 
communications with the Internet and World Wide Web. 

The operational discussions found in FIGS. 3, 4, 5 and 
28A are directly applicable to systems implementing the 
invention and resembling the block diagram of FIG. 28B. 
They will not be presented regarding FIG. 28B. This is done 
simply to clarify the disclosure and is not intended in any 

50 
way to limit the scope of the claims. 

The invention may include various combinations of direct 
interconnections and switch networks as shown in FIGS. 23 
and 24. 

FIG. 29 depicts a more detailed block diagram of a speech 55 
engine 1330 containing gateway 3100 and tightly coupled 
server array 3200 as shown in FIG. 28A. 

FIG. 30 depicts an alternative detailed block diagram of 
a speech engine 1330 as shown in FIG. 28A. 

Speech engine 1330 includes server array 3200. Server 
array 3200 includes at least speech processor computer 1580 
and speech processor computer 1590. At least one of speech 
processor computer 1580 and speech processor computer 
1590 communicatively couples with speech gateway 3100. 

Receiver 1322 provides 1326 a back channel to server 
array 3200 via speech content gateway 3100. Speech content 
gateway 3100 may further cache speech utterances from 
various user sites for server array 3200. 

Speech content gateway 3100 may further include a 

Server array 3200 includes at least speech processor 
computer 1520 communicatively coupled with at least 
speech gateway 3100. 60 computer accessibly coupled 3102 with memory 3104. 

Receiver 1322 provides 1326 a back channel to speech 
processor computer 1520 via speech gateway 3100. Speech 
gateway 3100 may further cache speech utterances from 
various user sites for speech processor computer 1520. 

Speech processor computer 1520 further communica
tively interact 1374 with network interface 1370 via speech 
network gateway 1582. 

Speech content gateway 3100 may be controlled by a 
program system containing program steps residing in 
memory 3104 for at least one ofthe operations of FIG. 10. 

Speech processor computer 1580 and/or 1590 may com-
65 municatively interact 1382 with system management and 

billing 1380 via secure interface 1578. Speech processor 
computer 1580 and/or 1590 may send 1382 via secure 
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interface 1578 requests for user account information, includ
ing, but not limited to, requests for credit information, 
authorization profiles for channel viewing, credit limits and 
parental safeguards. Speech processor computer 1580 and/or 
1590 may send 1382 via secure interface 1578 user pass
words, confirmation of commitments, commands regarding 
authorization levels of other users, such as children within a 
user's household. 

Speech processor computer 1580 and/or 1590 within 
server array 3200 may receive 1382 via secure interface 10 

1578 credit information, authorization profiles for channel 
viewing, credit limits, parental safeguards as well as con
firmation of acceptance of contracts from financial engines. 

Acceptance of contracts from external financial engines 
may be received in a number of different ways, including 15 

speech processor computer 1580 and/or 1590 interacting 
through network gateway 1560 with network interface 1374 
and/or other external communications networks 1312. 

Either speech processor computer 1580 or 1590 within 
server array 3200 may receive 1338 from content engine 20 

1340 content status information. 
Either speech processor computer 1580 or 1590 within 

server array 3200 may generate one or more channels of 
speech response content through modulator interface 1570 
coupling 1332 to modulator engine 1350. Modulator engine 25 

1350 may provide 1334 status and reliability information 
through modulator interface 1570 to at least one of speech 
processor computer 1580 and 1590 within server array 3200. 
Speech response content channels presented through modu
lator interface 1570 to coupling 1332 may be digital, pre- 30 

sented as bits or clusters of bits of a specific bit width. 
Multiple channels may be multiplexed through modulator 

interface 1570 onto coupling 1332 by server array 3200. The 
multiplexing mechanism onto channel 1332 may perform 
time division multiplexing. The multiplexing mechanism 35 

may be performed by modulator interface 1570. 

40 
perform receiving the back channel 2004 and partitioning 
the back channel into the multiple received identified speech 
channels 2012. Speech processor computer 1590 may per
form processing the multiple received identified speech 
channels to create multiple identified speech contents 2022 
and responding to the multiple identified speech contents 
2032. 

Speech engine 1330 may be controlled by a program 
system 2000 implementing the operations of FIG. 10 dis
tributed as program steps residing in at least one of the 
memories 3104, 1586 and 1596. Each of the operations 
2004, 2012, 2022, and 2032 may be implemented as pro
gram steps residing in memories 3104, 1586 and 1596. 

By way of example, speech content gateway 3100 
receives the back channel 2004. Speech processor computer 
1580 partitions the back channel into the multiple received 
identified speech channels 2012. Speech processor computer 
1590 processes the multiple received identified speech chan
nels to create multiple identified speech contents 2022 and 
responds to the multiple identified speech contents 2032. 

By way of an alternative example, speech content gate
way 3100 receives the back channel 2004 and partitions the 
back channel into the multiple received identified speech 
channels 2012. Speech processor computers 1580 and 1590 
each process the multiple received identified channels to 
create multiple identified speech contents 2022 and respond 
to the multiple identified speech contents 2032. Speech 
processor computers 1580 and 1590 perform these opera
tions upon different identified speech channels based upon 
allocation decisions performed by speech content gateway 
3100. To process a speech sample by the allocated speech 
processor computer into speech content, the processor com
puter must first contain in its local memory a copy of the 
grammar definition associated with the user site. 

FIG. 31 depicts a second alternative detailed block dia
gram of a speech engine 1430. 

At least one speech processor computer 1580 and 1590 
within server array 3200 may communicatively interact 
1374 with network interface 1370 via network gateway 
1560. 

Server array 3200 at least includes speech processor 
computer networks 1640 and 1650. At least one computer 
contained in speech processor computer network 1640 and/ 

40 or 1650 communicatively couples with speech gateway 
3100. At least one speech processor computer 1580 and 1590 

within server array 3200 may interact 1312 with an external 
network involving at least one wireline physical transport 
layer. The wireline physical layer may support one or a 
combination of communication protocols using optical, 45 

infra-red and radio frequency regions of the electromagnetic 
spectrum. Network interactions 1312 may support message 
passing protocols, including but not limited to, TCP-IP, 
possibly including communications with the Internet and 
World Wide Web. 

At least one computer contained in speech processor 
computer network 1640 and/or 1650 performs at least some 
of the operations of FIG. 10 and may be directed by program 
system 2000 containing program steps residing in memory 
accessibly coupled to that computer. 

Speech processor computer network 1640 may perform 
different operations of FIG. 10 than speech processor com
puter network 1650. By way of example, speech processor 

Speech processor computer 1580 and/or 1590 communi
catively couples with mass storage 1540. Mass storage 1540 
may include, but is not limited to, a disk, disk farm, or RAID 
organized by a file management system and/or by one or 
more database management systems. 

50 computer network 1640 processes the multiple received 
identified speech channels to create multiple identified 
speech contents 2022. Speech processor computer network 
1650 responds to the multiple identified speech contents 
2032. 

Speech processor computer 1580 and/or Speech processor 
computer 1590 may perform at least some of the operations 

55 

of FIG. 10 and be directed by program system 2000 con
taining program steps residing in memory 1586 and/or 1596 
accessibly coupled 1585 and/or 1595 to the respective 60 

speech processor computer. 
Speech processor computer 1580 may perform the same 

operations of FIG. 10 as speech processor computer 1590, 
possibly processing speech from different user sites. 

Speech processor computer 1580 may perform different 65 

operations of FIG. 10 than speech processor computer 1590. 
By way of example, speech processor computer 1580 may 

Speech engine 1430 may be controlled by a program 
system implementing FIG. 10, distributed as program steps 
residing in memories accessibly coupled to at least one 
computer in one or more of the following: speech content 
gateway 3100, speech processor computer network 1640 
and/or speech processor computer network 1650. Each of 
the operations 2004, 2012, 2022, and 2032 may be imple-
mented as program steps residing in at least one of these 
memones. 

By way of example, one or more computers in the speech 
content gateway 3100 receive the back channel 2004 and 
partition the back channel into the multiple received iden
tified speech channels 2012. Computers in speech processor 
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computer networks 1640 and/or 1650 process the multiple 
received identified speech channels to create multiple iden
tified speech contents 2022 and respond to the multiple 
identified speech contents 2032. Computers in the speech 
processor computer networks perform these operations upon 
identified speech channels based upon allocation decisions 
performed by speech content gateway 3100. 

42 
plexed channels received through coupling 1332, converting 
one or more demultiplexed channels into modulated chan
nels or modulated collections of channels presented 1352 
and 1354 to multiplexor engine 1360. 

Note that the invention may target specific layers of a 
residential broadband network serving at least cable televi
sion needs for a user community. Modulator engine 1350 
may satisfy specific requirements for a wireline node serving 
a Hybrid Fiber/Coaxial HFCOax node. Modulator engine 

At least one computer in speech processor computer 
network 1640 and/or 1650 communicatively interacts 1482 
with system management and billing 1480 via secure inter
face 1630. That computer(s) may send 1382 via secure 
interface 1630 requests for user account information as well 

10 1450 may satisfY specific requirements for a wireline node 
serving a Headend or serving a metropolitan Headend. 

as commands regarding authorization levels of other users, 
such as children within a user's household. The user account 
information may include, but is not limited to, credit infor
mation, authorization profiles for channel viewing, credit 
limits, parental safeguards, user passwords, and confirma
tion of commitments. A computer in speech processor com
puter network 1640 and/or 1650 may receive 1482 via 
secure interface 1630 credit information, authorization pro
files for channel viewing, credit limits, parental safeguards, 
as well as confirmation of acceptance of contracts from 
financial engines. 

Modulator engine 1350 may include modulator input and 
control circuit 1700 receiving one or more channels of 
speech response content through coupling 1332 and possibly 

15 providing 1334 status and reliability information to speech 
engine 1330. 

Modulator input and control circuit 1700 may perform 
operations as disclosed in application Ser. No. 09/661,486, 
entitled N-way Demultiplexor, docket number AGLEOOOS, 

20 filed 14 Sep. 2000, and incorporated herein by reference. 

Acceptance of contracts from external financial engines 
may be received in a number of different ways, including 25 

through at least one computer in speech processor computer 
network 1640 and/or 1650 interacting through network 
gateway 1560 with network interface 1474 or with other 
external communications networks 1412. 

Modulator input and control circuit 1700 generates at 
least one channel code stream 1702 provided to modulator 
circuit 1706. Modulator circuit 1706 uses the channel code 
stream 1702 to generate an intermediate frequency channel 
stream 1712 presented to frequency conversion circuit 1710. 

At least one computer in speech processor computer 
network 1640 and/or 1650 may receive 1438 from content 
engine 1440 content status information. 

At least one computer in speech processor computer 
network 1640 and/or 1650 generates one or more channels 

By way of example, FIG. 32A depicts modulator input 
and control circuit 1700 generating a second channel code 
stream 1704 presented to modulator circuit 1706. Modulator 
circuit 1706 uses this second provided channel code stream 

30 1704 to generate a corresponding intermediate frequency 
channel stream 1714 presented to frequency conversion 
circuit 1710. 

Frequency conversion circuit 1710 receives at least one 
intermediate frequency channel stream 1712 and generates a 
frequency channel output stream 1352 presented to multi
plexor engine 1360, as shown in FIGS. 23 and 24. Similarly 
in FIGS. 26 and 27, frequency conversion circuit 1710 
receives at least one presented intermediate frequency chan-

of speech response content through modulator interface 35 

1620 coupling 1432 to modulator engine 1450. Modulator 
engine 1450 may provide 1434 status and reliability infor
mation through modulator interface 1620 to at least one 
computer in speech processor computer network 1640 and/ 

40 nel stream 1712 and generates a frequency channel output 
stream 1452 presented to multiplexor engine 1460. 

or 1650. 
At least one computer in speech processor computer 

network 1640 and/or 1650 communicatively interact 1474 
with network interface 1470 via network gateway 1610. At 
least one computer in speech processor computer network 
1640 and/or 1650 may interact 1412 with an external 45 

network. 
Note that AgileTV™ Voice Processing Unit (AVPU) 

boxes 3000 may be included in speech engine 1430 and/or 
in speech processor computer network 1640 and/or 1650. 

FIG. 32A depicts a block diagram of modulator engine 50 

1350 of FIGS. 23 and 24, and modulator engine 1450 of 
FIGS. 26 and 27. 

Speech engine 1330 or 1450 generates one or more 
channels of speech response content through coupling 1332 
or 1432 to modulator engine 1350 or 1450, respectively. For 55 

the sake of simplifying the discussion, from the discussion 
of FIG. 32A focuses on its application in FIGS. 23 and 24. 
This is done strictly to clarifY the discussion and is not meant 
to limit the scope of the claims. 

Modulator engine 1350 may provide 1334 status and 60 

reliability information to speech engine 1330. Speech 
response content channels presented through coupling 1332 
may be digital, presented as bits or clusters of bits. 

Multiple channels are multiplexed onto coupling 1332 by 
speech engine 1330. The multiplexing mechanism onto 65 

channel 1332 may perform time division multiplexing. 
Modulator engine 1350 demultiplexes the multiple multi-

Frequency conversion circuit 1710 may receive a second 
presented intermediate frequency channel stream 1714 and 
generate a second frequency channel output stream 1354 
presented to multiplexor engine 1360, as shown in FIGS. 23 
and 24. Similarly in FIGS. 26 and 27, frequency conversion 
circuit 1710 may receive a second presented intermediate 
frequency channel stream 1714 and generate a second 
frequency channel output stream 1454 presented to multi
plexor engine 1460. 

Frequency conversion circuit 1710 may provide feedback 
1708 to modulator input and control 1700, which may be 
part or all of the status and reliability information 1334 
provided to speech engine 1330. 

Alternatively feedback 1708 may be status and reliability 
information 1334 directly provided to speech engine 1330, 
rather than through modulator input and control 1700. This 
alternative has not been diagramed to simplify the discus
sion, but is not intended to limit the scope of the claims. 

Modulator circuit 1706 generates intermediate frequency 
channel stream 1712 using provided channel code stream 
1702. 

Intermediate frequency channel stream 1712 may include 
presentation of a sinusoidal waveform represented as a 
digital stream, or as an analog stream. Presented channel 
code stream 1702 may include phase control information 
and/or include frequency control information include ampli-
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tude control information. The frequency control information 
may further regard an intermediate frequency carrier. 

Control information may be presented in a separate chan
nel stream. 

The intermediate frequency channel stream generation 
mechanism may support coherent detection and use of the 
intermediate frequency carrier in a downstream user site 
receiver. The intermediate frequency channel stream gen
eration mechanism may support modulation mechanisms, 
including at least, Phase Shift Keying (PSK), Frequency 10 

Shift Keying (FSK), Amplitude Shift Keying (ASK), Con
tinuous Phase Modulation (CPM), hybrid combinations, 
Offset Quadrature PSK (OQPSK), Minimum Shift Keying 
(MSK), Quadrature Amplitude Modulation (QAM), Coded 
Orthogonal Frequency Division Multiplexing (COFDM) 15 

and Vestiginal Side Band (VSB), in particular 8 level VSB 
(8-VSB). 

The intermediate frequency channel stream generation 
mechanism may support noncoherent detection in down
stream user site receivers of the intermediate frequency 20 

carrier and/or detection mechanisms not requiring a carrier 
reference. The intermediate frequency channel stream gen
eration mechanism may support modulation mechanisms, 
including at least, Differential Phase Shift Keying (DPSK), 
Frequency Shift Keying (FSK), Amplitude Shift Keying 25 

(ASK), and certain hybrid schemes of these mechanisms not 
requiring a carrier reference. 

Intermediate frequency channel stream 1712 may include 
presentation of a wavelet function represented as a digital 
stream or as an analog stream, which may further include 30 

dilation control information and/or temporal offset control 
information and/or amplitude control information. 

Intermediate frequency channel stream 1712 may include 
presentations of both sinusoidal and wavelet functions. 

The invention may include multiple frequency conversion 35 

circuitry instances 1710 and multiple modulator circuitry 
instances 1706 in modulator engine 1350 with possibly 
different numbers of instances of frequency conversion 
circuitry 1710 and of modulator circuitry 1706. 

The invention may include multiple frequency conversion 40 

circuitry instances 1710 and modulator circuitry instances 
1706 in modulator engine 1450 with possibly different 
numbers of instances of frequency conversion circuitry 1710 
and of modulator circuitry 1706. 

Demultiplexing a 2.5 gigabit per second bit stream leav- 45 

ing the speech engine 1330 or 1430 may be performed by a 
preprocessor CPU creating two 16 bit streams. The prepro
cessor CPU may be part or all of a Broadcom BCM 12500 
integrated circuit converting the Ethernet links, with 
approximately three gigabit bits per second, into two 16 bit 50 

150--160 MHz digital streams. 

44 
there are 96 instances of that single channel which are then 
multiplexed into 96 different fiber transmission lines, each 
with a unique speech recognition related television channel. 

This is exploited much more efficiently than any known 
prior art. Because all these frequency up conversions target 
the same frequency band, the frequency conversion mecha
nism for multiple channels can share several critical com
ponents, such as local reference oscillators, which must 
otherwise be instantiated for each channel separately. 

By performing the frequency conversion mechanism 
upon blocks of channels, an optimization is available in 
neighborhoods with extensive Internet usage. In such situ
ations, a neighborhood may be allocated a second TV 
channel for Internet presentation. By reconfiguring one 
block of frequency converters to that second channel, up to 
8 neighborhoods could receive a second television channel. 

Configuring these frequency conversion mechanisms as a 
frequency agile block changes the channel frequency bands 
of all the channels of the frequency agile block simulta
neously. 

The cost savings are dramatic. Regarding reliability 
issues: there are far fewer parts, a simpler design and less 
heat, all tending to increase reliability. 

There may be a hierarchy of multiplexors operating 
within content engine 1340 or 1440. System wide channels 
are multiplexed in the one set of multiplexors within the 
content engine 1340 or 1440. Node specific channels may be 
multiplexed in a second set of multiplexors within the 
content engine 1340 or 1440, which may be within a 
multiplexor engine such as 1460. 

In a cable TV system using a VOD server, 8 to 16 
channels per node are often used for delivery of video on 
demand. These node specific channels are multiplexed in a 
second set of multiplexors within the content engine 1340 or 
1440 and may be further multiplexed in multiplexor engine 
1460. 

Each NTSC television channel has approximately 6 MHz 
of bandwidth, which through the use of the QAM64 modu
lators, delivers 27 M bps. The 2.5 Gigabit per second being 
delivered supports about 4500 Internet users. 

FIG. 32B depicts a block diagram of a local oscillator as 
is known in the art for use as a local oscillator depicted in 
FIGS. 33 and 34 as L011760, L011860, L02 1770 or L02 
1870. 

The first Local Oscillator (L01) 1760 or 1860 may 
operate at a fixed frequency 1762 in the range from 900 
MHz to 1100 MHz. A second Local Oscillator (L02) 1770 
or 1870 may operate 1772 in a variable range from 1 to 2 
GHz, depending on the desired output frequency range. 

The Local Oscillators each comprise a voltage controlled 
oscillator, a frequency synthesizer and a loop filter. The 
frequency synthesizer requires a frequency reference. The 
output of the voltage controlled oscillator is amplified to 
create local oscillator output, which in various instances is 

Modulator input and control 1700 may include two pre
processor CPUs parsing the dual 16 bit interface streams 
into 96 channels of data, or alternatively, include this func
tion performed by hardware. 55 labeled 1762, 1772, 1862 and 1872. 

Modulator circuitry 1706 may include multiple modula
tors and may include multiple instances of multiple channel 
modulators, which may implement an octal QAM (Quadra
ture Amplitude Modulator). 

The frequency synthesizers are required to meet the 
demanding phase noise, frequency stability and frequency 
settability requirements of a modem digital cable television 
network. A substantial portion of the circuitry in the typical 
Upconverter 1710 is dedicated to the synthesizers of the 
local oscillators 1760, 1770, 1860 and 1870. 

Clusters of 8 channels of data may be sent to each Octal 60 

QAM for conversion to a intermediate frequency signal 
presented to an associated multi-channel frequency upcon
verter 1710 to generate 8 discrete channels sharing the same 
output frequency. Each channel output is supplied to one or 
more nodes to the exclusion of other nodes. 

Specific applications in cable television require a common 
frequency but with multiple RF outputs such as broadcasting 
node specific video content or data over multiple nodes 

65 using a fixed channel frequency the current practice is to rely 
on individual RF modulators/Upconverters 1710 per node. 
Using individual modulator/Upconverters consumes a large 

One system wide channel may be devoted to the audio
video feedback of the speech recognition system, of which 
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amount of equipment rack space which, for many nodes, 
including most CATV headends, is a rare commodity. 

FIG. 33 depicts a detail block diagram of frequency 
conversion circuitry 1710 of FIG. 32A. 

A substantial portion of the circuitry in the typical Upcon- 5 

verter is dedicated to the synthesizers of the local oscillators 
1860 and 1870. 

46 
The Common Carrier, Multiple Output Upconverter outputs 
the same frequency for each upconverter unit. 

The Intermediate Frequency (IF) inputs 1712 and 1724 to 
the Common Carrier, Multiple Output Upconverter may be 
either a 44 MHz or a 43.75 MHz (Center Frequency) 
Intermediate Frequency. The bandwidth of the IF is typically 
6 MHz for U.S. applications and 7 to 8 MHz for interna
tional applications. The 55 MHz Low Pass Filters 1716 and 
1816 serve two functions. First, they remove any second or 

10 third harmonics generated in the amplifier chain or D/A 
converter as in the case of QAM modulation in 1706. 
Second, they serve as de-glitching filters for applications 
that use a D/ A converter to generate the 44 MHz IF such as 

The invention includes methods implementing a Common 
Carrier, Multiple Output RF Upconverter 1710, which 
include at least one of two methods by which to distribute 
Local Oscillator signals. The distribution methods provide a 
local oscillator signal from one local oscillator to multiple 
upconverter sections simultaneously, eliminating the fre
quency synthesizers and Voltage Controlled Oscillators typi
cally required for each individual upconverter section. 15 

Eliminating these frequency synthesizers and local oscilla
tors substantially reduces the board space and component 
count normally required for these functions. 

By providing a distributed LO, only two LO synthesizers 
and VCO's are required per board where a board might 20 

support anywhere from 2 to 12 or more, upconverter sec
tions. 

FIG. 34 depicts an alternative detail block diagram of 
frequency conversion circuitry 1710 of FIG. 32A. 

a QAM modulator 1706. 
The filtered 44 MHz IF 1718 and 1818 at the output of the 

55 MHz filter 1716 and 1816 is fed to the RF input of the 
First Mixer 1720 and 1820 where it is mixed with the first 
Local Oscillator 1760. By way of example, assume the 
frequency of the First Local Oscillator 1760 is 903 MHz. 
The output 1722 and 1822 of First Mixer 1720 and 1820 
contain an upper and lower sideband around this Local 
Oscillator frequency. These sidebands, located at 44 MHz 
above and 44 MHz below the 903 MHz Local Oscillator 
frequency, are amplified and fed to the 947 MHz bandpass 
filter BPF1 1730 and 1830. The 947 MHz bandpass filter 
1730 and 1830 passes the 903+44 MHz (947 MHz) upper 
sideband and rejects the 903-44 MHz (859 MHz) lower 
sideband. 

The filtered output 1732 and 1832 from 947 MHz filter 

For the purposes of simplifYing the discussion, the two 
25 

methods of distributing local oscillator signals will be dis
cussed as associated with the first and second local oscilla
tor, respectively. This is done strictly to simplifY the discus
sion and is not meant to limit the scope of the claims. The 
first distribution mechanism may be used to distribute the 
second local oscillator signal(s). The second distribution 
mechanism may be used to distribute the first local oscillator 
signal(s). 

30 1730 and 1830 is fed into the RF input of second mixer 1740 
and 1840 where it is mixed with the Local Oscillator 1770. 
The second Local Oscillator 1770 includes a wide band
width VCO controlled by a frequency synthesizer. The 

The first mechanism 1764 distributes the local oscillator 
35 

signal using hybrid splitters 1766 where the RF output of 
each tap 1724 and 1824 is fed to the respective frequency 
conversion sections. 

Second Local Oscillator 1770 may operate from 1.0 GHz to 
a little over 1.8 GHz with a frequency step size of 250 KHz. 
Output 1742 and 1842 from the second mixer 1740 and 1840 
contains several frequency products, including the upper and 
lower sidebands. 

The upper sideband is formed by adding 947 MHz to the A second mechanism 177 4 distributing local oscillator 
signals uses a distributive signal splitting scheme comprised 
of a series of hybrid directional couplers equally spaced 
along a signal distribution path. The Local Oscillator signal 
from the tap of each coupler is then fed to the LO input 17 44 
and 1844 of each upconverter section. At the 950 to 1100 
MHz LO frequencies mentioned above, a directional coupler 
may be implemented using circuit board traces 1776 in 
specific geometric pattern, eliminating the need for addi
tional physical components. 

40 frequency of the Second Local Oscillator 1770. If the 
frequency of the Second Local Oscillator 1770 is set to 1000 
MHz, then the frequency of the upper sideband coming from 
the Second Mixer 1750 and 1850 is 947 MHz+Frequency of 
the Second Local Oscillator 1770 (1000 MHz) or 1947 

45 MHz. 

Both methods require the LO signals from the splitters or 
the directional couplers undergo amplification immediately 50 
after splitting using a common Monolithic Microwave Inte
grated Circuit (MMIC) and/or may be incorporated into 
mixers 1720, 1740, 1820 and 1840. 

The Local Oscillator signal levels fed to the mixers are 
adjusted through the use of resistive attenuators to accom- 55 

modate the LO drive level specified by the mixer manufac
turer. For passive type mixers, the LO drive levels range 
from +13 dBm to +17 dBm. For active mixers such as a 
Gilbert Cell based devices, the LO drive levels vary widely, 
according to the configuration of the mixer. Many Gilbert 60 

Cell type mixers incorporate a LO amplifier, thereby requir
ing very low external LO drive levels, typically in the range 
from -10 dBm to +2 dBm. 

The Common Carrier, Multiple Output type upconverter 
differs from the conventional CATV upconverter in that 65 

typically, conventional Upconverters are set up to output a 
separate frequency for each upconverter unit. In contrast, 

This sideband, which is unwanted, may be filtered out by 
the 950 MHz Lowpass filter 1750 and 1850 and is not seen 
at the RF output 1452 and 1454 of the frequency conversion 
circuitry. The frequency of the lower sideband, which is 
desired, is determined by the frequency of the second LO 
(1000 MHz) -947 MHz producing an output frequency of 
53 MHz, which easily passes through the 950 MHz Lowpass 
filter. 

If the frequency of the Second Local Oscillator 1770 was 
increased to 1807 MHz, then the lower sideband from the 
second mixer 1740 and 1840 would be 860 MHz, still able 
to pass through the 950 MHz Lowpass output filter 1750 and 
1850. The outputs 1752 and 1852 from the 950 MHz 
Lowpass filter 1750 and 1850 are amplified in amplifier 
detector 1760 and 1860 to obtain the desired output level and 
sent 1452 and 1454 to the output connector. The amplifier 
detector may further include tapping off a small portion of 
the output power, using a directional coupler, to facilitate 
power measurement 1762 and 1862. 

The Common Carrier, Multiple Output method differs 
from the conventional upconverter in at least the following 
ways. In the Common Carrier system, a single first Local 
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Oscillator and second Local Oscillator drive each upcon
verter section in a multiple upconverter system. This is 
accomplished by splitting the Local Oscillator signal into as 
many lines as needed to drive the mixer in each section. 
After splitting the LO signal N times, the LO power is 5 

reduced and requires amplification to bring the level up for 
the respective mixer. By splitting both first and second Local 
Oscillator signals in this manner, the number ofupconverter 
sections for a given board size can be increased dramatically. 

Splitting the Local Oscillator can also be achieved using 10 

directional couplers. To maintain essentially consistent LO 
power along the distribution path, the directional coupler 
method uses couplers with varying tap values. Couplers 
closest to the VCO's have the highest tap values (Highest tap 
attenuation) and the couplers closest to the end have the 15 

lowest tap values. 
The operations of the vertical chains of mixers and filters 

are essentially the same as described in FIG. 33. 
In the first frequency conversion section of upconverter 

1710 of both FIGS. 33 and 34, the second Local Oscillator 20 

(L02) 1770 may comprise a wide bandwidth Voltage Con
trolled Oscillator, providing the frequency setting agility to 
span the 50 to 860 MHz frequency range mentioned above. 
Both Local Oscillators 1760 and 1770 may require high 
stability frequency synthesizers to meet phase noise, fre- 25 

quency stability and frequency settability requirements of a 
modern digital cable television network, by way of example. 

Consider the second frequency conversion section of FIG. 
34. Received intermediate frequency channel stream 1714 
may be filtered 1816 to present a filtered intermediate 30 

frequency signal 1818 to Mixerl 1820. 

48 
CPU 8.6 coupled with CPU1 6.4 and CPU2 6.5. CPU 8.7 
coupled with CPU1 7.6 and CPU2 7.7. 

ROM and mass storage are redundantly coupled to CPU 
8.4, associated with the second plex network. This removes 
the possibility of a failure in the coupling between either the 
ROM or mass storage causing systemic failure in the speech 
engine as a whole. Software running on CPU 8.0 and CPU 
8.4 may further support fail-over in the event of a failure of 
either CPU. 

CPUs 8.0 and 8.4 act as dual, redundant secure interface 
gateways. 

The control processors oftheAgileTV™ engines may be 
treated differently by the message routing algorithms: No 
messages may be routed through the control processors, 
CPU 8.0 and 8.4, headed for a different destination. The 
CPU 8.0 and 8.4 IO lines may support internal management 
functions within the node of the cable network, specifically 
management and billing. This is advantageous for security, 
making it harder for hacker attacks to penetrate to the 
management and billing communications, since such attacks 
will not be able to directly communicate with CPU 8.0 and 
8.4 or their IO lines. 

Alternatively, special classes of communications may 
route through the control processor with defined protocols. 
Other types of communications may transit the node to 
which the control processor belongs, but may not terminate 
at the control processor. While it is common for large-scale 
networks to be partitioned, this partitioning approach is 
novel, providing very well characterized data paths for both 
management and billing communications. 

It is advantageous that the control processor owns the disk 
resources, so that sensitive information such as credit card 
information does not go through less secure components of 
the plex network. Sensitive information goes directly from 

Unlike FIG. 33, there is no first Local Oscillator (L01) 
1860 in the second frequency conversion section typically 
operates at a fixed frequency 1862 in the range from 900 
MHz to 1100 MHz. 

Unlike FIG. 33, there is no second Local Oscillator (L02) 
1870 operates 1872 in the range from 1 to 2 GHz, depending 

35 the disk resource through the control processor to the billing 
application. 

on the desired output frequency range. 
Substantial circuitry of this Upconverter section is 

released from supporting the local oscillators 1860 and 40 

1870, of FIG. 33. 

Security may be heightened by use of at least one encryp
tion standard including the AES algorithm recently proposed 
by the US government. 

Input processors (8.1 and 8.5) perform the following: 
receiving incoming speech packets; buffering the received 
speech packets; detecting last packet of the received packet 
sequence to create a complete packet-sequence; and trans
lating the received packet sequence to create a complete 

FIG. 35 depicts a detailed diagram of speech engine 1330 
as shown in FIG. 23 or speech engine 1430 as shown in FIG. 
27 containing two plex communications grids with dual, 
redundant gateways. 

The numbering scheme is consistent with plex.cpp, an 
appendix to application Ser. No. 09/679,115, entitled "Sys
tem and Method of a Multi-dimensional Plex Communica
tion Network", docket number AGLE0003, filed 14 Oct. 
2000, which is incorporated by reference herein. 

ROM and mass storage is coupled to CPU 8.0, which is 
associated with node 0.0 of the first plex network. CPU 8.0 
is reserved for certain control and security activities, such as 
maintaining the mass storage system and its interface, as 
well as initializing the rest of the plex communication grid 
to which it is coupled. Mass storage may include RAID mass 
storage systems. 

Note that CPU 8.0 is coupled with both CPU1 0.0 and 
CPU2 0.1. This coupling may be achieved by various 
mechanisms, including but not limited to, a bridge circuit 
interface to a bus tightly coupling CPU1 and CPU2, imple
menting a bus standard such as LDT or PCI. 

Similar couplings are shown for the following: CPU 8.1 
coupled with CPU1 1.2 and CPU2 1.3. CPU 8.2 coupled 
with CPU1 2.4 and CPU2 2.5. CPU 8.3 coupled with CPU1 
3.6 and CPU2 3.7. CPU 8.4 coupled with CPU1 4.0 and 
CPU2 4.1. CPU 8.5 coupled with CPU1 5.2 and CPU2 5.3. 

45 audio utterance. 
The content gateway includes processors 8.1 and/or 8.5. 

After registering the application with the AgileTvrM engine, 
static menu content and dynamic content are provided to the 
AgileTvrM engine. A speech processor within the Agi-

50 leTvrM engine sends messages to an application server 
within the content engine through the content gateway, 
indicating the current user location in the menu structure and 
the requested user actions. This triggers events in a real-time 
event driven program operating system executing within the 

55 application server. 
CPUs 8.1 and 8.5 may also run a job assignment manager. 

The job assignment manager may further behave much like 
a finite state machine. 

The IO and control CPUs, 8.1 to 8.7, may be seen as 
60 separate from the plex array of processors, or as components 

of specialized plex-nodes within the plex. The invention 
may include placing control and IO CPUs as a row of 
processing resources arranged on a diagonal of the array. 
The array may be square. Boot ROMs, RAID interfaces, 

65 additional communication and image processing capabilities 
may be additionally coupled to one or more of the IO and 
control CPUs. 
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A service modem may connect to a line outside the 
building of a node or head-end. Each installation may have 
this modem as a final backup communication channel to a 
remote service center. CPUs 8.0 and 8.4 may also have the 
dual modems on a telephone line connected to a remote 
service center. 

CPUs 8.1 and 8.5 are input CPUs communicating the 
head-end receivers, local content servers such as VOD 
servers and IPG servers. 

CPUs 8.2 and 8.6 are Internet interface processors pro
viding firewall capability. 

CPUs 8.3 and 8.7 drive the AgileTVTM modulator system 
1350 or 1450 as shown in FIGS. 23, 24, 26 and 27. 

External network interfaces 1312 and 1412 may include 
External OC-48 (2.5 Gigabit) and/or Gigabit Ethernet Inter
net lines. This is a central linkage to the Internet supporting 
1OOM bit Ethernet or other communications protocol. 

AgileTvrM engine 3000, 1330, and 1430 may include two 
planes of processors, connected by tunnels, each processor 
plane containing a row of processors coupled by the tunnels 
and positioned about the diagonal of each processor plane. 
A diagonal as used herein refers to a collection of locations 
within an array of at least two dimensions which collective 
contain nodes coupled to every pencil in every orthogonal 
pencil### 

Carrier class reliability of 99.999% is the baseline reli
ability for the plex communications networks. Simulation 
analyses by one of the inventors confirm that the redundancy 
inherent in multiple communication pencils intersecting at a 
plex-node provides significant fault tolerance. These simu
lations, using the plex.cpp program, indicate that for up to 25 
system element failures, there were no message routing 
failures for 42 out of 43 experiments. The independent 
power supplies driving dual, plex planes further support 
these reliability objectives, since if one power supply fails, 
only half of the system fails. The other half of the system 
continues to perform, though performance is reduced. 

A scaling methodology including another reliability 
mechanism is desirable. It is achieved at no appreciable 
increase in the usual systems overhead issues, latency, 
bandwidth, creating communication bottlenecks or adding 
significant additional computational loads to the network 
node components. Another IO processor is added for inter
engine plex-ing to couple multiple plex network hierarchies 
by the following method: Pick a plex-node, add an inter
processor communication interface internal to the plex-node 
and an another IO processor coupled to the inter-processor 
communications interface. The inter-processor communica
tions interface may support a bus, which may be an LDT
compliant bus. 

Putting two of these IO processors into the network 
shown in FIG. 35 supports another 6 gigabit Ethernet fibers. 
This supports a 4 by 4 plex of AgileTvrM engines or speech 
engines. Plex-nodes of this plex network would each contain 
an AgileTvrM engine or speech engine, containing two 
planes of 4 by 4 plex networks of plex-nodes each having at 
least two CPU's. Each CPU may contain at least dual 
instruction processors. 

Such a system supports extremely large computing 
requirements, such as quantum mechanical modeling oflong 
chain hydrocarbons, or a video server for a population such 
as a district of a city, e.g. Brooklyn. 

The 4 by 4 plex of AgileTvrM speech engines readily fits 
into an 8ft (2.6 meter) by 10ft (3.3 meter) closet by 8 foot 
(2.6 meter) ceiling. The system is estimated to handle speech 

50 
recognition for 560,000 cable subscribers with more than 
30,000 users talking, with 20--30 gigabits bandwidth 
exchanged for the user community being served by such 
cable television systems. The system would exceed the raw 
compute performance of ASCI White, the world's fastest 
supercomputer installed at Lawrence Livermore Laborato
ries in the year 2000. 

The AgileTvrM engine provides MPEG throttling tech
niques enabling support of more users than would otherwise 

10 be possible without such intelligent bandwidth management. 
The AgileTvrM engine further supports designating a 

specific subset of plex-nodes, and coupling each plex-node 
of the subset to at least one additional processor. This 
provides communication to additional communication pen-

15 cils connecting to other systems components, which may be 
additional plex communication networks of processor plex
nodes and may also enhance the security of multiple appli
cations through partitioning. 

Communication pencils intersecting at a plex-node pro-
20 vide a hierarchical connection methodology supporting arbi

trarily large collections of concurrent computing resources. 
The communication delay to traverse such a system may 
grow on the order of the logarithm of the number of 
computing resource plex-nodes interconnected by these 

25 communication pencils. 
The methodology using these innovations provides a 

remarkably large amount of computing resources coupling 
to almost any communications protocol. 

The application of this methodology to cable television 
30 networks, with extremely limited upstream communication 

bandwidth, enables speech recognition over cable television, 
in turn enabling a breakthrough in user friendliness unat
tainable in the home entertainment environment today. 

The further application of this methodology supporting 
35 user site addressing and the identification of user speech 

associated with the user site aids the responsiveness of such 
systems. 

An internet browser may execute on a processor in the 
AgileTvrM engine, decomposing the browser view into 

40 pixel frames, which are processed into a MPEG stream, and 
sent to the frequency up converters, etc. 

Consider speech actuated interactive game playing. Large 
motion video sequences may be placed on a game server. 
The playing of the appropriate motion video sequences may 

45 be controlled by speech commands using the game server as 
a local VOD server to the head-end node, communicating 
through a sufficiently high-speed and responsive communi
cation mechanism, which could be the Internet. 

Interactive gambling is supported across cable television 
50 networks. 

Interactive shopping, based upon shopping content placed 
on a VOD server and activated through the speech recog
nition responses of the AgileTVTM engine, is supported. 

Interactive auctioning is supported across cable television 
55 networks. 

Interactive speech communications applications are sup
ported across cable television networks. 

The preceding embodiments of the invention have been 
provided by way of example and are not meant to constrain 

60 the scope of the following claims. 
The invention claimed is: 
1. A method of using a back channel containing a multi

plicity of identified speech channels from a multiplicity of 
user sites presented to a speech processing system at a 

65 wireline node in a network supporting at least one of cable 
television delivery and video delivery, comprising the steps 
of: 



US 7,047,196 B2 
51 

receiving said back channel to create a received back 
channel; 

partitioning said received back channel into a multiplicity 
of received identified speech channels; 

processing said multiplicity of said received identified 
speech channels to create a multiplicity of identified 
speech content; and 

responding to said identified speech content to create an 
identified speech content response that is nnique, for 
each of said multiplicity of identified speech contents. 10 

2. The method of claim 1, 
wherein at least one of said identified speech channels has 

an associated user site; and 
wherein the step partitioning said received back channel 

is further comprised of the step of: 15 

partitioning said received back channel into a multi
plicity of said received identified speech channels 
from said associated user site; 

wherein the step processing said multiplicity of said 
received identified speech channels is further com- 20 

prised the step of: 
processing said multiplicity of said received identified 

speech channels from said associated user site to 
create a multiplicity of said identified speech con-
tents; and 25 

wherein the step responding to said identified speech 
content is further comprised the step of: 
responding to said identified speech content from said 

associated user site to create said identified speech 
content response for said associated user site. 30 

3. The method of claim 2, 
further comprising at least one member of the collection 

containing the steps of: 
determining said associated user site from said received 

identified speech channel; 
determining said associated user site from said identi

fied speech content; 

35 

determining said associated user site from said identi
fied speech content and a speaker identification 
library; 40 

determining said associated user site from said identi
fied speech content and a speech recognition library; 
and 

determining said associated user site from an identifi-
45 

cation within said speech channel. 
4. The method of claim 2, 
wherein the step responding to said identified speech 

contents from said associated user site is comprised of 
the steps of: 
processing said identified speech content response to 

create said identified user site response; and 
sending said identified user site response to said iden

tified user site. 
5. The method of claim 2, 
wherein the step responding to said identified speech 

contents from said associated user site is comprised of 
the steps of: 

50 
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assessing said speech content response identified as to 
said user site to create a financial consequence 60 
identified as to said user site; and 

billing said user site based upon said financial conse
quence. 

6. The method of claim 2, 
wherein the step responding to said identified speech 65 

contents from said associated user site is comprised of 
the steps of: 

52 
assessing said speech response to create a financial 

consequence identified with said user site; 
displaying said financial consequence to create a dis

played financial consequence at said user site; 
confirming said displayed financial consequence from 

said user site to create a financial commitment; and 
billing said user site based upon said financial com

mitment. 
7. The method of claim 6, 
wherein the step responding to said identified speech 

contents from said associated user site is comprised of 
the steps of: 
identifYing a user based upon said speech content 

identified as to said user site to create an identified 
user. 

8. The method of claim 7, 
wherein the step identifYing said user is comprised of the 

steps of: 
fetching a user profile list based upon said user site, 

said user profile list containing at least one user 
profile; 

identifYing said user based upon said speech content 
and based upon said user profile list to create an 
identified user. 

9. The method of claim 8, 
wherein the step assessing said speech response is further 

comprised of the step of: 
assessing said speech response based upon said iden

tified user to create a financial consequence for said 
identified user. 

10. The method of claim 2, 
wherein said speech content response is comprised of a 

current response menu and a cumulative user site 
response is identified as to said user site for at least one 
of said user sites. 

11. The method of claim 10, 
wherein the step responding to said identified speech 

content from said associated user site further compris
ing at least one member of the collection comprising 
the steps of: 
responding to said speech content based upon said 

current response menu and based upon said cumu
lative user site response to create a new cumulative 
user site response; and 

assessing said speech content based upon said current 
response menu and based upon said cumulative user 
site response to create a new current response menu. 

12. The method of claim 2, 
wherein the step responding to said identified speech 

content from said associated user site is further com
prised of the step of: 
responding to said speech content identified as to said 

user site based upon natural language to create a 
speech content response of said speech content iden
tified with said user site. 

13. The method of claim 2, 
wherein the step processing said multiplicity of said 

received speech channels is further comprised for at 
least one of said user sites is further comprised of the 
step of: 
processing said received speech channels from said 

user site based upon natural language for said user 
site to create said speech content identified as to said 
user site. 

14. A program system controlling at least part of a speech 
recognition system coupled to a wireline node in a network, 
said program system comprising the program steps of: 
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processing a multiplicity of received identified speech 
channels to create a multiplicity of identified speech 
content; and 

responding to said identified speech content to create an 
identified speech content response that is unique to 
each of said multiplicity of identified speech contents; 

wherein said speech recognition system is provided said 
multiplicity of received identified speech channels 
based upon a received back channel at said wireline 
node from a multiplicity of user sites coupled to said 10 

network; 
wherein each of said program steps reside in memory 

accessibly coupled to at least one computer included in 
said speech recognition system; 

wherein said at least one computer communicatively 15 

couples through said wireline node to said multiplicity 
of user sites; and 

wherein said network supports at least one of the collec
tion comprising: cable television delivery to said mul
tiplicity of user sites; and video delivery to said mul- 20 

tiplicity of user sites. 
15. The program system of claim 14, 
wherein at least one of said identified speech channels has 

an associated user site; and 
wherein the program step processing said multiplicity of 25 

said received identified speech channels is further com
prised of the program step of: 
processing said multiplicity of said received identified 

speech channels from said associated user site to 
30 

create a multiplicity of said identified speech con
tent; and 

wherein the program step responding to said identified 
speech content is further comprised of the program 
step of: 
responding to said identified speech content from 

said associated user site to create said identified 
speech content response for said associated user 
site. 

16. The program system of claim 15, 
further comprising at least one member of the collection 

containing the program steps of: 
determining said associated user site from said received 

identified speech channel; 

35 

40 

determining said associated user site from said identi- 45 

fied speech content; 
determining said associated user site from said identi

fied speech content and a speaker identification 
library; 

determining said associated user site from said identi- 50 

fied speech content and a speech recognition library; 
and 

determining said associated user site from an identifi
cation within said speech channel. 

17. The program system of claim 15, 
wherein the program step responding to said identified 

speech content from said associated user site is com
prised of the program steps of: 

55 

processing said identified speech content response to 60 
create said identified user site response; and 

sending said identified user site response to said iden
tified user site. 

18. The program system of claim 15, 
wherein the program step responding to said identified 65 

speech content from said associated user site is com
prised of the program steps of: 

54 
assessing said speech content response identified as to 

said user site to create a financial consequence 
identified as to said user site; and 

billing said user site based upon said financial conse
quence. 

19. The program system of claim 15, 
wherein the program step responding to said identified 

speech content from said associated user site is com
prised of the program steps of: 
assessing said speech response to create a financial 

consequence identified as to said user site; 
displaying said financial consequence to create a dis

played financial consequence at said user site; 
confirming said displayed financial consequence from 

said user site to create a financial commitment; and 
billing said user site based upon said financial com

mitment. 
20. The program system of claim 19, 
wherein the program step responding to said identified 

speech contents from said associated user site is com
prised of the program steps of: 
identifYing a user based upon said speech content 

identified as to said user site to create an identified 
user. 

21. The program system of claim 20, 
wherein the program step identifying said user is com

prised of the program steps of: 
fetching a user profile list based upon said user site, 

said user profile list containing at least one user 
profile; 

identifYing said user based upon said speech content 
and based upon said user profile list to create an 
identified user. 

22. The program system of claim 21, 
wherein the program step assessing said speech response 

is further comprised of the program step of: 
assessing said speech response based upon said iden

tified user to create a financial consequence for said 
identified user. 

23. The program system of claim 15, 
wherein said speech content response is comprised of a 

current response menu and a cumulative user site 
response identified as to said user site for at least one 
of said user sites. 

24. The program system of claim 23, 
wherein the program step responding to said identified 

speech contents from said associated user site is further 
comprised of at least one member of the collection 
comprising the program steps of: 
responding to said speech contents based upon said 

current response menu and based upon said cumu
lative user site response to create a new cumulative 
user site response; and 

assessing said speech contents based upon said current 
response menu and based upon said cumulative user 
site response to create a new current response menu. 

25. The program system of claim 15, 
wherein the program step responding to said identified 

speech content from said associated user site is com
prised, for at least one of said user sites, of the program 
step of: 
responding to said speech content identified as to said 

user site based upon natural language to create a 
speech content response of said speech contents 
identified as to said user site. 



US 7,047,196 B2 
55 

26. The program system of claim 15, 
wherein the program step processing said multiplicity of 

said received speech channels is further comprised, for 
at least one of said user sites, of the program step of: 
processing said received speech channels from said 

user site based upon natural language for said user 
site to create said speech content identified as to said 
user site. 

27. A system supporting speech recognition in a network, 
said system comprising: 10 

a speech recognition system coupled to a wireline node in 
said network for receiving a back channel from a 
multiplicity of user sites coupled to said network, 
further comprising 
a back channel receiver, for receiving said back channel 15 

to create a received back channel; 
a speech channel partitioner, for partitioning said 

received back channel into a multiplicity of received 
identified speech channels; and 

a processor network executing a program system com- 20 

prised of program steps residing in memory acces
sibly coupled to at least one computer in said pro
cessor network; 

wherein said program system is comprised of the program 
25 

steps of: 
processing said multiplicity of said received identified 

speech channels to create a multiplicity of identified 
speech content; 

responding to said identified speech content to create an 30 
identified speech content response, for each of said 
multiplicity of said identified speech contents; and 

wherein said network supports at least one of the 
collection comprising: cable television delivery to 
said multiplicity of user sites; and video delivery to 35 
said multiplicity of user sites. 

28. The system of claim 27, 
wherein at least one of said identified speech channels has 

an associated user site; and 
wherein partitioning said received back channel is further 40 

comprised of: 
partitioning said received back channel into a multi

plicity of said received identified speech channels 
from said associated user site; 

wherein the program step processing said multiplicity 45 

of said received identified speech channels is further 
comprised of the program step of: 
processing said multiplicity of said received identi

fied speech channels from said associated user site 
to create a multiplicity of said identified speech 50 

content; and 
wherein the program step responding to said identi

fied speech content is further comprised of the 
program step of: 

55 
responding to said identified speech content from 

said associated user site to create said identified 
speech content response for said associated user 
site. 

29. The system of claim 28, 
wherein said program system is further comprised of at 

least one of the collection comprising the program steps 
of: 
determining said associated user site from said received 

60 

identified speech channel; 65 

determining said associated user site from said identi
fied speech content; 

56 
determining said associated user site from said identi

fied speech content and a speaker identification 
library; 

determining said associated user site from said identi
fied speech content and a speech recognition library; 
and 

determining said associated user site from an identifi
cation within said speech channel. 

30. The system of claim 28, 
wherein the program step responding to said identified 

speech contents from said associated user site is com
prised of the program steps of: 
processing said identified speech content response to 

create said identified user site response; and 
sending said identified user site response to said iden

tified user site. 
31. The system of claim 28, 
wherein the program step responding to said identified 

speech contents from said associated user site is com
prised of the program steps of: 
assessing said speech content response identified as to 

said user site to create a financial consequence 
identified as to said user site; and 

billing said user site based upon said financial conse
quence. 

32. The system of claim 28, 
wherein the program step responding to said identified 

speech content from said associated user site is com
prised of the program steps of: 
assessing said speech response to create a financial 

consequence identified as to said user site; 
displaying said financial consequence to create a dis

played financial consequence at said user site; 
confirming said displayed financial consequence from 

said user site to create a financial commitment; and 
billing said user site based upon said financial com

mitment. 
33. The system of claim 32, 
wherein the program step responding to said identified 

speech content from said associated user site is com
prised of the program steps of: 
identifYing a user based upon said speech content 

identified as to said user site to create an identified 
user. 

34. The system of claim 33, 
wherein the program step identifying said user is com

prised of the program steps of: 
fetching a user profile list based upon said user site, 

said user profile list containing at least one user 
profile; 

identifYing said user based upon said speech content 
and based upon said user profile list to create an 
identified user. 

35. The system of claim 34, 
wherein the program step assessing said speech response 

is further comprised of the program step of: 
assessing said speech response based upon said iden

tified user to create a financial consequence for said 
identified user. 

36. The system of claim 28, 
wherein said speech content response is comprised of a 

current response menu and a cumulative user site 
response identified as to said user site for at least one 
of said user sites. 

37. The system of claim 36, 
wherein the program step responding to said identified 

speech content from said associated user site is further 
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comprised of at least one member of the collection 
comprising the program steps of: 
responding to said speech content based upon said 

current response menu and based upon said cumu
lative user site response to create a new cumulative 
user site response; and 

assessing said speech contents based upon said current 
response menu and based upon said cumulative user 
site response to create a new current response menu. 

38. The system of claim 28, 10 

wherein the program step responding to said identified 
speech content from said associated user site is com
prised, for at least one of said user sites, of the program 
step of: 
responding to said speech content identified as to said 15 

user site based upon natural language to create a 
speech content response of said speech contents 
identified as to said user site. 

39. The system of claim 28, 
wherein the program step processing said multiplicity of 20 

said received speech channels is further comprised, for 
at least one of said user sites, of the program step of: 
processing said received speech channels from said 

user site based upon natural language for said user 
site to create said speech content identified as to said 25 

user site. 
40. The system of claim 28, 
wherein said network includes a wired residential broad

band network servicing at least part of said multiplicity 
30 

of user sites. 
41. The system of claim 40, 
wherein said wired residential broadband network is a 

fiber-to-the-curb residential broadband network. 
42. The system of claim 40, 
wherein said wired residential broadband network is a 

fiber-to-the-home residential broadband network. 
43. The system of claim 40, 
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wherein said wired residential broadband network is a 
switched-digital-video residential broadband network. 40 

44. The system of claim 40, 
wherein said wireline node is located proximate to a node 

in said wired residential broadband network. 
45. The system of claim 40, 
wherein said wireline node is located proximate to a 45 

Headend in said wired residential broadband network. 
46. The system of claim 40, 
wherein said wireline node is located proximate to a 

central office in said wired residential broadband net-
work. 

47. The system of claim 27, 
wherein said speech recognition system further comprises 

50 

a two-dimensional plex communication network com
municatively coupled with a two-dimensional array of 

55 
plex-nodes. 

48. The system of claim 47, 
wherein at least one of said plex-nodes is comprised of at 

least one computer communicatively coupled through 
said two-dimensional plex communication network to 60 
at least one of said multiplicity of user sites; 

wherein said computer executes at least one of said 
program steps residing in memory accessibly coupled 
to said computer. 

49. The system of claim 47, 65 

wherein said back channel receiver is implemented in a 
first of said plex-nodes. 
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50. The system of claim 47, 
wherein said speech channel partitioner is implemented in 

a second of said plex-nodes. 
51. The system of claim 47, 
wherein said two-dimensional communicatively coupled 

plex-node array and plex communications network 
contains said processor network. 

52. The system of claim 47, 
wherein said processor network contains said two-dimen

sional communicatively coupled plex-node array and 
plex communications network. 

53. A method of operating at least part of a speech 
recognition system coupled to a wireline node in a network, 
comprising the steps of: 

processing a multiplicity of received identified speech 
channels to create a multiplicity of identified speech 
content; and 

responding to said identified speech content to create an 
identified speech content response that is unique to 
each of said multiplicity of identified speech contents; 

wherein said speech recognition system is provided said 
multiplicity of received identified speech channels 
based upon a received back channel at said wireline 
node from a multiplicity of user sites coupled to said 
network; 

wherein said network supports at least one of the collec
tion comprising: cable television delivery to said mul
tiplicity of user sites; and video delivery to said mul
tiplicity of user sites. 

54. The method of claim 53, 
wherein at least one of said identified speech channels has 

an associated user site; and 
wherein the step processing said multiplicity of said 

received identified speech channels is further com
prised of the step of: 
processing said multiplicity of said received identified 

speech channels from said associated user site to 
create a multiplicity of said identified speech con
tent; and 

wherein the step responding to said identified speech 
content is further comprised of the step of: 
responding to said identified speech content from 

said associated user site to create said identified 
speech content response for said associated user 
site. 

55. The method of claim 54, 
wherein the step responding to said identified speech 

content from said associated user site is comprised of 
the steps of: 
assessing said speech response to create a financial 

consequence identified as to said user site; 
displaying said financial consequence to create a dis

played financial consequence at said user site; 
confirming said displayed financial consequence from 

said user site to create a financial commitment; and 
billing said user site based upon said financial com

mitment. 
56. The method of claim 55, 
wherein the step responding to said identified speech 

contents from said associated user site is comprised of 
the steps of: 
identifYing a user based upon said speech content 

identified as to said user site to create an identified 
user. 

57. The method of claim 56, 
wherein the step identifYing said user is comprised of the 

steps of: 
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fetching a user profile list based upon said user site, 
said user profile list containing at least one user 
profile; 

identifying said user based upon said speech content 
and based upon said user profile list to create an 
identified user. 

58. The method of claim 57, 
wherein the step assessing said speech response is further 

comprised of the step of: 
assessing said speech response based upon said iden- 10 

tified user to create a financial consequence for said 
identified user. 

59. The method of claim 54, 
wherein said speech content response is comprised of a 

current response menu and a cumulative user site 15 

response identified as to said user site for at least one 
of said user sites. 

60. The method of claim 59, 
wherein the step responding to said identified speech 

contents from said associated user site is further com- 20 

prised of at least one member of the collection com
prising the steps of: 
responding to said speech contents based upon said 

current response menu and based upon said cumu
lative user site response to create a new cumulative 25 

user site response; and 
assessing said speech contents based upon said current 

response menu and based upon said cumulative user 
site response to create a new current response menu. 

61. The method of claim 54, 30 

wherein the step responding to said identified speech 
content from said associated user site is comprised, for 
at least one of said user sites, of the step of: 
responding to said speech content identified as to said 

user site based upon natural language to create a 35 

speech content response of said speech contents 
identified as to said user site. 

62. The method of claim 54, 
wherein the step processing said multiplicity of said 

received speech channels is further comprised, for at 40 

least one of said user sites, of the step of: 

60 
processing said received speech channel from said user 

site based upon natural language for said user site to 
create said speech content identified as to said user 
site. 

63. The method of claim 54, 
further comprising at least one member of the collection 

containing the steps of: 
determining said associated user site from said received 

identified speech channel; 
determining said associated user site from said identi

fied speech content; 
determining said associated user site from said identi

fied speech content and a speaker identification 
library; 

determining said associated user site from said identi
fied speech content and a speech recognition library; 
and 

determining said associated user site from an identifi
cation within said speech channel. 

64. The method of claim 54, 
wherein the step responding to said identified speech 

content from said associated user site is comprised of 
the steps of: 
processing said identified speech content response to 

create said identified user site response; and 
sending said identified user site response to said iden

tified user site. 
65. The method of claim 54, 
wherein the step responding to said identified speech 

content from said associated user site is comprised of 
the steps of: 
assessing said speech content response identified as to 

said user site to create a financial consequence 
identified as to said user site; and 

billing said user site based upon said financial conse
quence. 

66. The method of claim 54, 
wherein each of said identified speech channels has an 

associated user site. 

* * * * * 




