
111111 1111111111111111111111111111111111111111111111111111111111111 

c12) United States Patent 
Short et al. 

(54) SYSTEMS AND METHODS FOR DYNAMIC 
BANDWIDTH MANAGEMENT ON A PER 
SUBSCRIBER BASIS IN A 
COMMUNICATIONS NETWORK 

(75) Inventors: Joel E. Short, Los Angeles, CA (US); 
Frederic Delley, Redwood City, CA 
(US); Mark F. Logan, Santa Monica, 
CA (US); Daniel Toomey, Moorpark, 
CA (US) 

(73) Assignee: Nomadix, Inc., Agoura Hills, CA (US) 

( *) Notice: Subject to any disclaimer, the term of this 
patent is extended or adjusted under 35 
U.S.C. 154(b) by 0 days. 

This patent is subject to a terminal dis
claimer. 

(21) Appl. No.: 12/579,820 

(22) Filed: Oct. 15, 2009 

(65) Prior Publication Data 

US 2010/0020685 AI Jan.28,2010 

Related U.S. Application Data 

(63) Continuation of application No. 09/693,481, filed on 
Oct. 20, 2000. 

(60) Provisional application No. 60/161,182, filed on Oct. 
22, 1999. 

(51) Int. Cl. 
G06F 151173 (2006.01) 

(52) U.S. Cl. ....................... 709/226; 709/227; 709/232; 
709/240; 370/348; 370/352 

(58) Field of Classification Search . ... ... ... ... .. .. 709/226, 
709/227, 232, 240; 370/348, 352 

See application file for complete search history. 

14 

14 

DHCP 
SERVER 

GATEWAY 

12 

14 

14 

US007698432B2 

(10) Patent No.: 
(45) Date of Patent: 

US 7,698,432 B2 
*Apr. 13, 2010 

(56) References Cited 

EP 

U.S. PATENT DOCUMENTS 

5,113,499 A * 5/1992 Ankney eta!. ............. 340/5.74 

(Continued) 

FOREIGN PATENT DOCUMENTS 

0 742 657 5/1996 

(Continued) 

OTHER PUBLICATIONS 

Complaint for Patent Infringement of U.S. Patent Nos. 6, 130,892; 
7,088,727; 6,636,894; 6,868,399; 6,789,110 and 7,554,995. 

(Continued) 

Primary Examiner-Liangche A Wang 
(74) Attorney, Agent, or Firm-Knobbe, Martens, Olson & 
BearLLP 

(57) ABSTRACT 

A subscriber bandwidth management process and device that 
allows users/subscribers in a communications network to 
dynamically alter bandwidth limits independently in both the 
uplink and downlink data transmission paths. This is accom
plished by providing for a single queue in the uplink trans
mission path and a single queue in the downlink transmission 
path. Thus, the user/subscriber can efficiently manage their 
network access according to the specific activity on the net
work. The network manager benefits from being able struc
ture bandwidth allocation on a per subscriber basis so that 
overall data transmission is made more efficient. In addition, 
the bandwidth manager provides active management of the 
delivery of data (also known as and referred to herein as traffic 
shaping) to increase throughput from a gateway device onto 
the network. 
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SYSTEMS AND METHODS FOR DYNAMIC 
BANDWIDTH MANAGEMENT ON A PER 

SUBSCRIBER BASIS IN A 
COMMUNICATIONS NETWORK 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

The present application is a continuation of U.S. patent 
application Ser. No. 09/693,481, filed Oct. 20, 2000, which 
claims priority from U.S. Provisional Patent Application No. 
60/161,182, filed Oct. 22, 1999, the contents of which are 
incorporated by reference in their entirety. 

BACKGROUND 

1. Field of the Invention 
The present invention relates generally to bandwidth man

agement in a communications network and, more particu
larly, to a method and apparatus for providing dynamic band
width management on a per subscriber basis in a 
communications network 

2. Description of the Related Art 

2 
same assignee of the present invention. The contents of both 
of these applications are herein incorporated by reference as 
if fully setforth here within. The gateway device serves as an 
interface connecting the user/subscriber to a number of net
works or other online services. For example, the gateway 
device can serve as a gateway to the Internet, the enterprise 
network, or other networks and/or on-line services. In addi
tion to serving as a gateway, the gateway device automatically 
adapts to the protocols and other parameters of the host, in 

10 order that it may communicate with the new network in a 
manner that is transparent both to the user/subscriber and the 
new network. Once the gateway device has appropriately 
adapted data packets transmitted from a host, the host can 
appropriately communicate via the new network, such as the 

15 network at a hotel or at an airport, in order to access other 
networks, such as the enterprise network, or other online 
services, such as the internet. 

The user/subscriber, and more specifically the remote or 
laptop user, benefits from being able to access a myriad of 

20 communication networks without having to undergo the 
time-consuming and all-too-often daunting task ofreconfig
uring their host in accordance with network specific configu
rations. In this fashion, the gateway device is capable of 
providing more efficient network access to the user/sub-In order for a host to function properly in a network envi

ronment, the host must be appropriately configured. Among 
other things, this configuration process establishes the proto
col and other parameters by which the host transmits and 
receives data. In one common example, a plurality ofhosts are 
networked to create a local area network (LAN). In the LAN, 
each host must be appropriately configured in order to 30 

exchange data over the network. Since most networks are 
customized to meet a unique set of requirements, hosts that 
are part of different networks are generally configured in 
different manners in order to appropriately communicate 
with their respective networks. 

25 scriber. A gateway device is also instrumental in providing the 
user/subscriber broadband network access that can be tai-
lored to the user/subscriber's needs. In many instances the 
remote user/subscriber is concerned with being able to 
acquire network access and levels of service in the most 
cost-effective manner. Correspondingly, the gateway device 
administrator desires the capability to be able to offer the 
user/subscriber numerous different services and billing rate 
options. By way of example, the remote user/subscriber in a 
hotel environment may desire a network subscription for the 

35 duration of their hotel stay while the user/subscriber in an 
airport may desire a network subscription for the duration of 
their layover or until their scheduled flight departs. Addition
ally, a user/subscriber may desire a certain level of service 

While desktop computers generally remain a part of the 
same network for a substantial period of time, laptops or other 
portable computers are specifically designed to be transport
able. As such, portable computers are connected to different 
networks at different times depending upon the location of the 40 

computer. In a common example in which the portable com
puter serves as an employee's desktop computer, the portable 
computer is configured to communicate with their employ
er's network, i.e., the enterprise network. When the employee 
travels, however, the portable computer may be connected to 45 

different networks that communicate in different manners. In 
this regard, the employee may connect the portable computer 
to the network maintained by an airport or by a hotel in order 

based on bandwidth concerns and the need for higher or lower 
data rate transfers. For example, the user/subscriber who is 
accessing a network for the purpose of viewing text may 
desire a lower bandwidth service level that meets their par
ticular needs, however, another user/subscriber who is 
accessing a network for the purpose of downloading files or 
media-rich content may desire a higher bandwidth service 
level capable of transferring data at relatively higher speeds. 

In today's fast paced computing and networking environ
ment it is even more advantageous to provide these service 
and billing options dynamically, allowing the user/subscriber to access the enterprise network, the internet or some other 

on-line service. Since these other networks are configured 
somewhat differently, however, the portable computer must 
also be reconfigured in order to properly communicate with 
these other networks. Typically, this configuration is per
formed by the user each time that the portable computer is 
connected to a different network. As will be apparent, this 
repeated reconfiguration of the portable computer is not only 
quite time consuming, but is also prone to errors. 

so to change, for example, billing rates or bandwidth capacity 
while a network session is on going. This would allow the 
user/subscriber to be billed at one rate while downloading the 
data-intensive file or media-rich content while choosing a 
more cost-effective billing structure for the less data-inten-

A universal subscriber gateway device has been developed 
by N omadix, Incorporated of Santa Monica, Calif. This uni
versa! subscriber gateway is described by U.S. patent appli
cation Ser. No. 08/816,174, entitled "Nomadic Router", filed 

55 sive activities, such as electronic mail (e-mail). As yet another 
example, the user/subscriber may be sending and/or receiving 
data-intensive content which requires a certain minimum 
transfer rate in order to be effectively communicated at the 
receiving end, such as voiceover IP or video. In such cases, 

60 the user/subscriber may desire some guarantee of delivery of 
the data intensive content at a relatively higher cost. 

in the name of inventor Short et. a!., on Mar. 12, 1997 and Ser. 
No. 09/458,602, entitled "Systems and Methods for Autho
rizing, Authenticating and Accounting Users Having Trans
parent Computer Access to a Network Using a Gateway 65 

Device", filed in the name of inventor Short et. a!., on Dec. 8, 
1999. These applications have been assigned to Nomadix, the 

Additionally, the dynamic nature of this process would 
allow the user/subscriber to change service levels or billing 
rates without the need to exit the network and initiate a new 
log-on procedure. In effect, the user/subscriber benefits from 
having a more efficient and less time-consuming means of 
altering service levels and billing structure. 
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However, in current network implementations, bandwidth 
management is typically performed statically, at the time a 
new subscriber account is established. The new subscriber 
typically selects a service level and billing structure defining 

4 
width) by a subscriber in a communications network. The 
method includes receiving a data packet and retrieving a 
subscriber priority scheme associated with the data packet. A 
priority determination is then made for transmitting the 
packet and the packet is queued for delayed transmission. 

In a further embodiment of the present invention, a device 
for subscriber bandwidth management is defined as including 
a bandwidth management module that determines if a 
received data packet will be delayed from further transmis-

a particular transmission rate (i.e., bandwidth) when estab
lishing the account, and is not afforded the option of changing 
their service level or billing structure dynamically. In a com
mon example, the service provider configures the network to 
provide the new subscriber with the subscriber selected band
width service level, which typically involves the service pro
vider configuring hardware devices under the control of the 
service provider, such as a modem or access controller. The 
user/subscriber is not allowed to dynamically change the 
bandwidth, but must contact the service provider and request 

10 sian in order to limit the bandwidth of the subscriber to which 

a change in their configuration to allow a higher or lower 15 

transmission rate. In response to such a request, the service 
provider typically assigns a technician to manually imple
ment the reconfiguration of the hardware device(s) and/or 
other devices or records. In some instances, the subscriber 
also may be required to reconfigure their host to accommo- 20 

date the changes in the bandwidth service level. 
Therefore, an unsatisfied need exists in the industry for 

dynamic management of network access bandwidth, particu
larly when purchasing network access for a relatively short 
time, such as in an airport or hotel, or with varying network 25 

access speed requirements while at home or in the office. 

the data packet is associated and a queue for queuing the data 
packet for a delay period if the bandwidth management mod
ule determines that a delay period is necessary. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram of a communications network 
incorporating a gateway device in accordance with an 
embodiment of the present invention. 

FIG. 2 is a block diagram of a communications network 
implementing subscriber bandwidth management within a 
gateway device, in accordance with an embodiment of the 
present invention. 

FIG. 3 is a block diagram of a communications network 
implementing uplink and downlink virtual queues in a gate
way device, in accordance with an embodiment of the present 
invention. 

SUMMARY OF THE INVENTION FIGS. 4A and 4B are related flowchart diagrams of a 
method for subscriber bandwidth management in accordance 

30 with an embodiment of the present invention. The present invention comprises a method and device for 
dynamic bandwidth management on a per subscriber basis. 
The user/subscriber can independently set and adjust inde
pendently the uplink and downlink bandwidths of their net
work access service. Thus, the user/subscriber can efficiently 
manage their network access according to the specific activity 35 

on the network. 

FIG. 5 is a flowchart diagram of a method for determining 
bandwidth for data being transmitted from host to network 
service, in accordance with an embodiment of the present 
invention. 

FIG. 6 is a flowchart diagram of a method for determining 
bandwidth for data being transmitted from a network service 
to a host, in accordance with an embodiment of the present 
invention. 

FIG. 7 is a flowchart diagram of a method for scheduling 
40 data packets for delivery, in accordance with an embodiment 

of the present invention. 

For example, a user/subscriber can select a relatively high 
maximum bandwidth for the downlink connection when 
accessing data-intensive content over the network, or a rela
tively low bandwidth for the downlink connection when 
accessing less data-intensive content over the network. The 
change in bandwidth service level is automatically made sub
stantially instantaneously, and the user/subscriber begins 
receiving service at the new bandwidth and, in most 
instances, at a corresponding new billing rate. Likewise, the 45 

user/subscriber can increase or decrease the bandwidth of the 
uplink connection so the user/subscriber only purchases the 
amount of bandwidth appropriate for their network activity. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

The present invention now will be described more fully 
hereinafter with reference to the accompanying drawings, in 
which preferred embodiments of the invention are shown. 
This invention may, however, be embodied in many different In addition, the bandwidth manager provides active man

agement of the delivery of data (also known as and referred to 
herein as traffic shaping) to increase throughput from the 
gateway device onto the network. This balances the load on 
the subsequent link; thereby preventing dropped packets or 
longer delays. 

50 forms and should not be construed as limited to the embodi-

In one embodiment of the invention, a method is defined 55 

for dynamic control of data transfer (i.e. bandwidth) by a 
subscriber in a communications network. The method com
prises receiving a data packet at a network device, typically a 
gateway device and retrieving a subscriber selected band
width for the subscriber associated with the data packet. A 60 

determination is then made as to whether the transfer rate for 

ments set forth herein; rather, these embodiments are pro
vided so that this disclosure will be thorough and complete, 
and will fully convey the scope of the invention to those 
skilled in the art. Like numbers refer to like elements through
out. 

Referring now to FIG. 1, a communications network 10 
that includes a gateway device 12 is depicted in block diagram 
form. The network system typically includes a plurality of 
computers/hosts 14 that access the system in order to gain 
access to network services or other online services. For 
example, the hosts can be in communication with ports that 
are located in different rooms of a hotel or a multi -dwelling 
residence. Alternatively, the hosts can be in communication 
with ports in an airport, an arena, or the like. The communi-

data packet transmission should be limited based on the sub
scriber selected bandwidth. If it is determined that limitation 
is warranted then the transfer rate for data packet transmission 
is limited. 

In another embodiment of the present invention, a method 
is defined for dynamic control of data transfer (i.e. band-

65 cation network also includes a gateway device that provides 
an interface between the plurality of hosts and the various 
networks or other online services. Most commonly, the gate-
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way device is physically located proximate the hosts at a 
relatively low position in the structure of the overall network 
system. (i.e. the gateway device will be located within the 
hotel, multi-unit residence, airport, etc.) However, the gate
way device can be located at a higher position in the overall 
network system such as at a Point of Presence (PoP) or a 
Network Operating Center (NOC), if so desired. 

Although the gateway device can be physically embodied 
in many different fashions, the gateway device typically 
includes a controller and a memory device in which com- 10 

mands are stored that define the operational characteristics of 
the gateway device. Alternatively, the gateway device can be 
embedded within another network device, such as an access 
concentrator or a router, or the commands that define the 
functioning of the gateway device can be stored on a PCM- 15 

CIA card that can be executed by one or more hosts in order 
to automatically reconfigure the host( s) to communicate with 
a different network. 

The network system 10 also typically includes an access 
concentrator 16 positioned between the hosts 14 and the 20 

gateway device 12 for multiplexing the signals received from 
the plurality of communications onto a link to the gateway 
device. Depending upon the medium by which the hosts are 
connected to the access concentrator, the access concentrator 
can be configured in different marmers. For example, the 25 

access concentrator can be a digital subscriber line access 
module (DSLAM) for signals transmitted via regular tele
phone lines, a cable modem termination system (CMTS) for 
signals transmitted via coaxial cables, a wireless access point 
(WAP) for signals transmitted via a wireless network, a 30 

switch or the like. As also shown in FIG. 1, the communica
tion network typically includes one or more routers 18 and/or 
servers (not shown in FIG. 1) in communication with a plu
rality of network services 20 or other online services 22. 
While the communication network is depicted to have a 35 

single router, the communication network will typically have 
a plurality of routers, switches, bridges, or the like that are 
arranged in some hierarchical fashion in order to appropri
ately route traffic to and from the various networks or other 
online services. In this regard, the gateway device typically 40 

establishes a link with one or more routers. The routers, in 
turn, establish links with the servers of other network services 
or other online service providers, such as Internet service 
providers, based upon the subscriber's selection. 

6 
erence. An AAA service, which is a database of subscriber 
records, may be anAAA server remote to the gateway device 
or the AAA service may comprise a database incorporated 
into the physical embodiment housing the gateway device. 

Assuming that the subscriber has been authenticated and 
has authorization, the gateway device typically presents sub
scribers with a home page or control panel that identifies, 
among other things, the online services or other communica-
tion networks that are accessible via the gateway device. In 
addition, the home page presented by the gateway device can 
provide information regarding the current parameters or set-
tings that will govern the access provided to the particular 
subscriber. As such, the gateway administrator can readily 
alter the parameters or other settings in order to tailor the 
service according to their particular application. Typically, 
changes in the parameters or other settings that will poten-
tially utilize additional resources of the network system will 
come at a cost, such that the gateway administrator will 
charge the subscriber a higher rate for their service. 

The home page also permits the subscriber to select the 
network service 20 or other online services 22 that the sub
scriber wishes to access. For example, the subscriber can 
access the enterprise network on which the host is typically 
resident. Alternatively, the subscriber can access the Internet 
or other on-line services. Once the subscriber elects to access 
a network or other online service, the gateway device estab-
lishes appropriate links via one or more routers 18 to the 
desired network or online service. 

Thereafter, the subscriber can communicate freely with the 
desired network 20 or other online service 22. In order to 
support this communication, the gateway device 12 generally 
performs a packet translation function that is transparent to 
the user/subscriber and the network. In this regard, for out
bound traffic from the host 12 to the network service or other 
on-line service, the gateway device changes attributes within 
the packet coming from the user/subscriber, such as the 
source address, checksum, and application specific param
eters, to meet the criteria of the network service to which the 
user/subscriber has accessed. In addition, the outgoing packet 
includes an attribute that will direct all incoming packets from 
the accessed network service to be routed through the gate-
way device. In contrast, the inbound traffic from the accessed 
network service or other online service that is routed through 
the gateway device, undergoes a translation function at the 
gateway device so that the packets are properly formatted for 
the user/subscriber's host. In this manner, the packet transla-
tion process that takes place at the gateway device is trans
parent to the host, which appears to send and receive data 
directly from the accessed communication network. Addi
tional information regarding the translation function is pro
vided by U.S. patent application Ser. No. 08/816,714. By 
implementing the gateway device as an interface between the 
user/subscriber and the communication network or other 
online service, however, the user/subscriber will eliminate the 
need to re-configure their host 12 upon accessing subsequent 
networks. 

The gateway device 12 is specifically designed to adapt to 45 

the configuration of, each of the hosts 14 that log onto the 
communication network 10 in a manner that is transparent to 
the subscriber and the network. In the typical communication 
network that employs dynamic host configuration protocol 
(DHCP) service, an IP address is assigned to the host that is 50 

logging onto the network through communication with the 
gateway device. The DHCP service can be provided by an 
external DHCP server 24 or it can be provided by an internal 
DHCP service located within the gateway device. Once a 
subscriber opens their web browser or otherwise attempts to 55 

access an on-line service, the gateway device will direct the 
subscriber to enter some form of an identifier such as their ID 
and password. In an alternate embodiment of the device, it is 
anticipated that the gateway device will be able to automati
cally detect this information upon connection of the host to 
the network or any attempt to log in. The gateway device then 
determines if the subscriber is entitled to access the commu
nication system, the level of access and/or the type of services 

In accordance with the present invention, the gateway 
device includes a bandwidth manager that enables the user/ 
subscribers at respective hosts to dynamically set and reset 

60 the bandwidth of their network access connection. The band-

to which the subscriber is entitled according to an Authenti
cation, Authorization and Accounting (AAA) procedure that 
is described by U.S. patent application Ser. Nos. 08/816,174, 
09/458,602 and 09/458,569, previously incorporated by ref-

width manager can substantially instantaneously adjust the 
bandwidth available to the user/subscriber without requiring 
the reconfiguration or reprogramming of a hardware 
device(s) such as a network modem or access controller, or 

65 the restart of an existing session already in process (i.e. 
thereby providing session flow control). In addition, the band
width manager further enables the user/subscriber to inde-
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pendently set the upstream (uplink to the network) and down
stream (downlink from the network) bandwidth. 
Accordingly, the user/subscriber can establish asymmetric 
bandwidths for upstream and downstream communications, 
which may be particularly useful if the user/subscriber's net
work activity involves a disproportionate amount of data 
being transferred in one direction (upstream or downstream). 
Depending on the bandwidth service level chosen by the 
user/subscriber, the user/subscriber will typically be charged 
an appropriate service fee. This way, the user/subscriber does 10 

not pay for bandwidth that they are not using, and only has to 
pay for additional bandwidth when requested. In a preferred 
embodiment, the user/subscriber manages their bandwidth 
service level via an information and control console as dis
closed and described in detail in co-pending U.S. patent 15 

application Ser. No. 09/541,877, entitled "Information and 
Control Console for use with a Network Gateway Interface," 
filed on Apr. 3, 2000, in the name of inventors Short et. a!., and 
assigned to the assignee of the present invention, the disclo
sure of which is herein incorporated by reference as if setforth 20 

fully herein. 

8 
30 (also referred to herein as the bandwidth manager). Typi
cally, the bandwidth manager is implemented by the gateway 
device or the bandwidth manager can be implemented as a 
component of the protocol stack of the gateway device. The 
bandwidth manager processes the data packets (or datagram) 
passing through the gateway device from the user/subscriber 
host 14 to the network service 40 and from the network 
service to the user/subscriber. An intermediary device, such 
as access concentrator 16 is typically positioned in the net
work between the hosts and the gateway device. The access 
concentrator serves to multiplex the signals received from the 
plurality of hosts onto a link to the gateway device. Depend
ing upon the medium by which the hosts are connected to the 
access controller, the access controller can be configured in 
different manners. For example, the access controller can be 
a digital subscriber line access module (DSLAM) for signals 
transmitted via regular telephone lines, a cable modem ter
mination system (CMTS) for signals transmitted via coaxial 
cables, a wireless access point (WAP) for signals transmitted 
via a wireless network, a switch or the like. 

The bandwidth manager 30 comprises a subscriber select
able bandwidth module 32 and a traffic shaping module 34, 
both of which are typically implemented in software. The 
subscriber selectable bandwidth module 32 limits the 

In prior art network configurations bandwidth is typically 
modified statically by having the network administrator 
establish a baud rate, setting the rate in a modem and the 
transmitting all data packets in flow at the established baud 
rate. Additionally, prior art network configurations allow the 
link level rate to be set through the maximum burst rate or 
average bit rate. In this fashion, the link level rate in prior art 
network configurations is typically set statically or manually 

25 upstream and downstream bandwidths on each virtual chan
nel through the gateway device 10 to that which the respective 
user/subscribers selected. The subscriber selectable band
width module 32 identifies the associated user/subscriber by 

by a network administrator. The present invention allows for 30 

the baud rate to be set at the maximum level and then queuing 
(i.e. delaying) data packet transmission to simulate a per
ceived data rate equivalent to a data rate chosen by the sub
scriber. The gateway device implements the module that 
allows the subscriber to dynamically adjust the queuing rate 35 

of data packets. In this instance, the gateway device can adjust 
queuing rates on specific packet types (e.g. base queue rates 
on MAC addresses) and/or specific types of data traffic (e.g. 
vary queue rates via video traffic versus text). Subscriber 
profiles that are accessible to the gateway device are used to 40 

determine which data packets are to be queued, the schedul
ing priority assigned to queued data packets and which pack-
ets are to be transmitted without delay. 

In accordance with the present invention, the gateway 
device implements a single queue in each transmission direc- 45 

tion (i.e., a single queue for uplink data transmission and a 
single queue for downlink data transmission). These single 
queues are responsible for both delaying data packet trans
mission and prioritizing the transmission of data packets in 
their respective data delivery direction. In prior art networks 50 

data packet queuing is typically implemented in multiple 
queues; a first queue for classifying the data packets and a 
second queue for prioritizing the data packets. This type of 
queuing is processor intensive in that an evaluation of all 
queues for each packet must be made before a determination 55 

of which data packets should be sent based on bandwidth 
priority. The present invention provides for the use of a ring 
buffer that is less processor intensive than multiple queue 
methods. The single queue method of the present invention 
allows for all data packets in a given slot of the ring buffer to 60 

be transmitted simultaneously, thus freeing up the processor 
until the next tick when the next ring slot of the buffer is 
processed. 

With reference to FIG. 2, a block diagram of an embodi
ment of the gateway device 12 in accordance with the present 65 

invention is illustrated. Of particular interest with regard to 
the present invention is the bandwidth management module 

the media access control (MAC) address or other suitable 
subscriber identifier within the data packet. The subscriber 
selectable bandwidth module 32 communicates with AAA 
subscriber management interface 50 to retrieve the subscriber 
profile 52. The subscriber profile will include the user/sub
scriber selected bandwidth for uplink: and downlink data 
transfer. The subscriber selectable bandwidth module 32 then 
determines whether or not to reschedule the delivery of that 
packet at a later point in time in order to prevent the user/ 
subscriber from achieving a bandwidth greater than that 
which the user/subscriber selected. 

The subscriber selectable bandwidth module 32 calculates 
the appropriate delay, if any, using the size (in bytes) of the 
current data packet, and the size and time of the previous 
packet delivered from the subscriber. For example, if the 
user/subscriber has paid for a downlink: bandwidth of 100 
kilo bits per second (kbps ), and the gateway device 12 receives 
a data packet with the size of 1,500 bytes (12,000 bits), it 
would schedule a delay between packets of 0.12 seconds 
(12,000 bits in a packet/100,000 bits per second bandwidth 
limit). 

If it is determined that the packet should be delayed, then 
the subscriber selectable bandwidth module 32 places the 
packet in memory in a virtual queue for later delivery. FIG. 3 
is a block diagram illustrating the use of virtual uplink: and 
downlink: queues in a gateway device, in accordance with an 
embodiment of the present invention. The gateway device 12 
will implement a virtual uplink: queue 60 and a virtual down-
link: queue 70. In operation a plurality of subscriber hosts 14, 
14n commnnicate data packets through the communication 
network 10. The data packets will typically be initially routed 
through an access concentrator 16 that serves to multiplex the 
data packets received from the plurality ofhosts. The gateway 
device receives the data packets coming from the hosts at port 
80 and the packets are then communicated to the uplink queue 
via uplink path 64. 

The uplink path is implemented on a per subscriber basis 
where all traffic from the subscribers is placed into the uplink 
queue, as required. The subscriber selectable bandwidth 
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module then determines which slot in the queue the data 
packet is placed in based on how much data from the sub
scriber is already preoccupying the queue and the degree of 
utilization of each slot in the queue. If a slot in the queue is full 
or the subscriber has already placed too much data into a slot, 
then the data packet will go into a subsequent slot until no 
more slots are available. At the point at which no more slots 
are available the queue will drop the packet from further 
processing. The uplink queue will implement an uplink ring 
buffer 62 that serves to add delay time to data packets that are 10 

placed in the uplink queue. Data packets that leave the ring 
buffer after the delay period are WAN routed to port 90 for 
transmission to the network service 40. 

10 
selectable bandwidth module 32 typically does not guarantee 
a minimum bandwidth, but operates to limit the maximum 
bandwidth available to a user/subscriber according to the 
upstream and downstream bandwidths selected and paid for 
by the user/subscriber. In fact, the subscriber selectable band
width module 32 may operate to make the user/subscriber's 
network access slower than it actually would be in the absence 
of bandwidth management as it queues packets associated 
with the user/subscriber. 

The traffic shaping module 34 of the bandwidth manager 
3 0 functions to limit the number of packets transmitted on the 
link connecting the gateway device 12 to the network 40. In 
the embodiment illustrated herein, that link is a wide area The gateway device 12 receives the data packets coming 

from the network service 40 at port 90 and the packets are then 
communicated to the downlink queue 70 via downlink path 
74. The downlink path is implemented on a per subscriber 
basis where all traffic from the subscribers is placed into the 
downlink queue, as required. The subscriber selectable band
width module then determines which slot in the queue the 
data packet is placed in based on how much data from the 
subscriber is already preoccupying the queue and the degree 

15 
network (WAN) link 38. In particular, the WAN link 38 is a 
communications link of finite bandwidth capable of only 
transmitting a certain number of packets over a given period 
of time. Accordingly, in order to make most efficient the 
operation of the WAN link 38, it is desirable to limit the 

of utilization of each slot in the queue. If a slot in the queue is 
full or the subscriber has already placed too much data into a 
slot, then the data packet will go into a subsequent slot until no 
more slots are available. At the point at which no more slots 
are available the queue will drop the packet from further 
processing. The downlink queue will implement a downlink 
ring buffer 72 that serves to add delay time to data packets that 
are placed in the downlink queue. Data packets that leave the 
ring buffer after the delay period are WAN routed to port 80 
for transmission to the plurality of hosts 14, 14n. 

20 
packets being transmitted over the WAN link to that which the 
WAN link can handle without dropping packets. Accordingly, 
the traffic shaping module 34 uses a virtual queue in both the 
uplink and downlink directions that operates essentially the 
same as the virtual queues of the subscriber selectable band-

25 width module 32, with the result of preventing the WAN link 
38 from becoming overloading. By queuing the packets for a 
short period of time before transmitting them when the WAN 
link reaches its bandwidth capacity, the overall efficiency of 
the data transfers over the WAN link improves because the 

30 
packets are not dropped and, therefore, do not need to be 
retransmitted. The traffic shaping module 34 monitors the 
traffic over the WAN link 38, and when it appears to be close 
(slightly above or slightly below) to the bandwidth capacity 
of the link, then the traffic shaping module 34 begins queuing 

In a preferred embodiment of the present invention, the 
virtual queue is implemented by a ring buffer having 120 time 
slots (set to equal the number of system ticks), each slot being 
1/6o'h of a second. Thus, the ring buffer can delay delivery of a 
packet up to two seconds. If the delay is to be more than two 
seconds, then the packet could be dropped or could replace an 
existing data packet already in the queue. Accordingly, the 
packet is placed in the appropriate timeslot so that the ulti- 40 

mate delivery of a packet will not produce a bandwidth 
greater than that selected and paid for by the user/subscriber. 
When the ring buffer pointer is pointing to the timeslot where 
the packet resides, the packet is transmitted out to the network 

35 
the packets for short periods of time with the expectation that 
the packet volume will at some point drop so that the packet 
will not need to be queued for the time being. Thereby, the 
likelihood, or at least the number, of packets being dropped is 
minimized. 

or out to the user/subscriber, whichever the case may be. Each 45 

timeslot of the ring buffer is a link list of packets having a 
temporary relationship to the other timeslots according to the 
granularity of a ring buffer. While the ring buffer may have 
more than 120 timeslots in order to achieve greater accuracy, 
increasing the granularity produces increased overhead in a 50 

system. 
If the user/subscriber wishes to dynamically change either 

their downlink or uplink bandwidths, such as via an informa
tion and control panel displayed on the host, then the new 
bandwidth( s) is substantially instantaneously recorded in the 55 

user/subscriber's profile. When the next packet having the 
MAC address of the user/subscriber is processed by the sub
scriber selectable bandwidth module 32, the new bandwidth 
is retrieved from the profile and utilized by the subscriber 
selectable bandwidth module 32 to determine if delivery of 60 

the packet should be delayed. Thus, the user/subscriber can 
dynamically change their bandwidth during an access session 
without requiring a reconfiguration of a component in the 
network. Typically, when a subscriber makes a change to the 
bandwidth limits it will correspond to a different billing rate. 65 

This allows the user/subscriber to cost effectively manage 
their network access service. It is noted that the subscriber 

Another aspect of traffic management performed by the 
traffic shaping module 34 is the prioritization of services 
provided to the users/subscribers. For example, in a preferred 
embodiment, each user/subscriber pays for a class of service 
which has associated with it a maximum bandwidth. Cur
rently, those users/subscribers which request a relatively large 
bandwidth compared to another user/subscriber will have its 
packets given priority over the packets of the other user/ 
subscriber at the point ofbeing transmitted over the WAN link 
38. This is achieved by queuing the packets of the other 
user/subscribers and not those with priority. This prioritiza
tion of the packets of one user/subscriber over that of another 
user/subscriber can be extended to numerous other imple
mentations. For example, a user/subscriber may purchase a 
class of service that places a higher prioritization upon a 
particular type of content, for instance, video data, audio data, 
etc. In such cases, the traffic shaping module 34 looks into 
each packet to determine the user/subscriber associated with 
that packet based upon the MAC address, 

It is also possible, and within the inventive concepts herein 
disclosed to have the traffic shaping module 34 look at the 
packet header and/ or IP header to determine the content of the 
packet and prioritizes accordingly. Specifically, the packets 
including a protocol utilized to transmit audio content, for 
example, voiceover IP, may be given priority by the traffic 
shaping module 34 if the associated user/subscriber paid for 
such a class of service. Other protocols/parameters on which 
priority can be based include SMTP, EDP, TCP, a specific IP 
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address, etc. As such the traffic shaping module can be modi
fied to base priority on packet attributes, protocol type and/or 
destination port addresses. 

Yet another example of the prioritization that can be per
formed by the traffic shaping module 34 in accordance with 
the present invention is the allocation of bandwidth based on 
a subscriber's quality of service. This type of allocation 
would typically guarantee a minimum level of bandwidth for 
the subscriber. For example, by monitoring the throughput of 
the gateway device 12, the traffic shaping module 34 can 
prioritize the packets of a specific user/subscriber who is 
paying for a specified percentage of the available bandwidth 
so that the packets of that user are transmitted at the appro
priate rate so as to utilize the percentage of available band
width. These and other prioritization and scheduling schemes 
for traffic shaping are often referred to in the industry as 
weighted fare queuing, deficit round robin, random early 
detection or the like. 

12 
packet needs to be queued for a period of time to ensure that 
the subscriber does not receive a bandwidth greater than that 
which the subscriber selected, as determined at decision 
block 320. If the packet should be delayed, then at block 330, 
the appropriate delay is calculated and the packet is placed in 
the appropriate timeslot of a ring buffer. When the pointer of 
the ring buffer addresses the times lot in which the packet 
resides, then the packet is further processed by the traffic 
shaping module of the bandwidth manager. In particular, at 

1 o block 340, it is determined if the packet needs to be queued for 
traffic shaping purposes. If the packet needs to be queued, 
then it is determined at block 350 how long the packet should 
be delayed, and then the packet is placed in the appropriate 
timeslot of the ring buffer. When the pointer of the ring buffer 

15 addresses the timeslot where the packet resides, then the 
packet is transmitted over the network at block 360. 

FIG. 5 is a detailed flow diagram of the operation of the 
bandwidth manager in preparing data packets for transmis
sion to an upstream network, in accordance with an embodi-

20 ment of the present invention. At block 400 the time at which 
the data packet arrives at the gateway device is determined. 
The time of arrival is necessary if delay periods are to be 
determined and implemented for a given data packet. At block 
410 the gateway device determines whether the data packet is 

With reference to FIG. 4A, a flow diagram of a method in 
accordance with an embodiment of the present invention for 
bandwidth management is illustrated. At block 200, a sub
scriber establishes an authorization account for accessing a 
communication network through a gateway device in accor
dance with the present invention. The authorization account 
typically includes a predetermined bandwidth value, prefer
ably for the uplink and downlink connections, and an autho
rization code, such as a user name and password. At block 
210, the subscriber logs into the gateway device and is autho
rized based on the subscriber's authorization code. This 
establishes network access for the subscriber through the 
gateway device at the predetermined bandwidth found in the 
authorization account. Next, at block 220, bandwidth man
agement is performed on data packets passing through the 
gateway device to limit each subscriber's bandwidth to that 
which they have dynamically selected, and to perform traffic 
shaping functions, as described in greater detail with the 
reference to FIG. 4B. Managing the bandwidth entails receiv
ing a request from the subscriber to dynamically adjust the 
predetermined bandwidth value to a second bandwidth value 
and adjusting the limit on the information transfer rate to the 40 

second bandwidth value. The adjustment may be for the 
uplink bandwidth, the downlink bandwidth or both the uplink 
and downlink bandwidths. 

25 bandwidth limited. If a determination is made that the data 
packet is not bandwidth limited then, at block 420, the trans
fer rate is set to zero so that no delay period is assigned to that 
data packet. If a determination is made that the data packet is 
bandwidth limited then, at block 430, the MAC address of the 

30 data packet is determined so that the data packet can be 
associated with the host from which it was sent. In this fash-
ion, the subscriber, or more specifically the subscriber's host, 
can be identified. 

At block 440, the gateway device accesses a database, 
35 typically an AAA service, to obtain a subscriber profile asso

ciated with the MAC address. An initial determination is 
made, at block 450, as to whether a profile exists in the 
database associated with the MAC address. If no profile is 
found in the database then an error message is returned to the 
subscriber and the default mechanism sets the transfer rate to 
the default rate, in accordance with block 420. If a profile is 
found in the database then, at block 460 the subscriber's 
uplink transfer rate is obtained from the profile. The gateway 
device then makes a determination, at block 470, as to For purposes of clarity, it is noted that that the predeter

mined bandwidth requested by a subscriber, when establish
ing a network access service, typically a maximum band
width, represents merely a predetermined transfer rate, 
typically a maximum transfer rate, not necessary the actual 
transfer rate obtained by the user/subscriber. In fact, the user/ 
subscriber will often find that their transfer rate is well below 
that of their selected rate due to network delays and conges
tion. Yet at other times, when the network resources are 
underused, the user/subscriber may obtain a transmission rate 
close to or at their selected transfer rate. 

45 whether there is an entry in a short term memory module that 
tracks the subscriber's current uplink transfer rate. In the 
instance where no entry currently exists, typically this entry is 
the first or the operation has been timed out, then, at block 
472, an entry in the memory module, typically a hash table, is 

50 created. Once a determination is made that an entry already 
exists in the memory module or an entry is created then, at 
block 480, the transfer rate is set and, at block 490 the data 
packet is scheduled for transmission in accordance with the 
transfer rate that has been set. 

In FIG. 4B, the operation of an embodiment of the band- 55 

width manager on the data packets being delivered upstream 
FIG. 6 is a detailed flow diagram of the operation of the 

bandwidth manager in preparing data packets for transmis
sion from the network to the downstream host, in accordance 
with an embodiment of the present invention. At block 500 
the time at which the data packet arrives at the gateway device 

to the network is provided. In particular, at block 300, a new 
data packet is received for processing at a gateway device or 
similar network interface. At block 310, the data packet is 
processed by extracting the MAC address from the data 
packet and retrieving the authorization file associated there
with, preferably from a hash table embodied with a AAA 
service. Based upon (a) the predetermined bandwidth chosen 
by the subscriber as determined from the authorization file; 
(b) the size of the current data packet; and/or (c) the size and 
time of the previous packet sent by the subscriber and pro
cessed at the bandwidth manager, it is determined if the 

60 is determined. The time of arrival is necessary if delay periods 
are to be determined and implemented for a given data packet. 
At block 510, the destination MAC address of the data packet 
is determined so that the data packet can be associated with 
the host from which it will be sent to. In this fashion, the 

65 receiving subscriber, or more specifically the subscriber's 
host, can be identified. At block 520 the gateway device 
determines whether the data packet is a broadcast (i.e. audio, 
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video or the like) data packet. If a determination is made that 
the data packet is a broadcast data packet then, at block 530, 
the transfer rate is set to zero so that no delay period is 
assigned to that data packet. 

If a determination is made that the data packet is not a 
broadcast data packet then, at block 540, the gateway device 
accesses a database, typically an AAA service, to obtain a 
subscriber profile associated with the destination MAC 
address. An initial determination is made, at block 550, as to 
whether a profile exists in the database associated with the 10 
destination MAC address. If no profile is found in the data
base then an error message is returned to the subscriber and 
the default mechanism sets the transfer rate to the default rate, 
in accordance with block 530. If a profile is found in the 
database then, at block 560 the subscriber's downlink transfer 

15 
rate is obtained from the profile. The gateway device then 
makes a determination, at block 570, as to whether there is an 
entry in a short term memory module that tracks the subscrib
er's current downlink transfer rate. In the instance where no 
entry currently exists, typically this entry is the first or the 
operation has been timed out, then, at block 572, an entry in 20 

the memory module, typically a hash table, is created. Once a 
determination is made that an entry already exists in the 
memory module or an entry is created then, at block 580, the 
downlink transfer rate is set and, at block 590 the data packet 
is scheduled for transmission in accordance with the transfer 25 

rate that has been set. 
FIG. 7 is a detailed flow diagram of the process by which 

data packets are queued for transmission as a means for 
providing bandwidth management to a subscriber in a com
munications network, in accordance with an embodiment of 30 
the present invention. At block 600 a determination is made 
whether the ring usage exceeds the maximum ring usage 
capacity. If the maximum ring usage capacity is exceeded (i.e. 
the ring is overflowed) then, at block 610, the packet is 
dropped and no further processing occurs. If the maximum 

35 
ring usage capacity is not exceeded the, at block 620, a deter
mination is made as to whether the packet has unlimited 
bandwidth. For example, media packets will typically be 
designated as having unlimited bandwidth. If the packet is 
determined to be designated as having unlimited bandwidth 
then, at block 630, the data packet is queued for immediate 40 

transmission by setting the slot to the current slot being trans
mitted. If the determination is made that the data packet is not 
designated for unlimited bandwidth then, at block 640, a 
calculation is made to quantifY the difference between the 
bandwidth available to the subscriber and the bandwidth cur- 45 

rently being used (i.e. the remaining available bandwidth for 
the subscriber). 

At block 650, it is determined if there is room in the ring 
buffer for the data packet. If there is no room in the ring buffer 
then the packet is dropped at block 610. If there is room then, 50 
at block 660, the bandwidth management module initiates 
looking at the first available slot in the ring buffer with avail
able bandwidth. At block 670, a determination is made as to 
whether allocating the data packet to ring buffer slot that is 
currently being looked at would overflow the bandwidth limit 
of that particular slot. If it does not overflow the slot then, at 

55 

block 680, the data packet is inserted into the slot. If it would 
overflow the slot then, at block a determination is made as to 
whether more slots are available. If no more slots are available 
then, at block 610, the data packet is dropped (i.e. no further 
processing). If further slots are available then, at block 700, 60 

the pointer advances to the next available slot in the ring 
buffer. An overflow assessment is made at block 670 and the 
iterative process continues until the data packet is placed in a 
slot with sufficient available capacity or until the data packet 
is dropped. 65 

The subscriber bandwidth management process and device 
of the present invention allows users/subscribers in a com-

14 
munications network to dynamically alter bandwidth limits 
independently in both the uplink and downlink data transmis
sion paths. This is accomplished by providing for a single 
queue in the uplink transmission path and a single queue in 
the downlink transmission path. Thus, the user/subscriber can 
efficiently manage their network access according to the spe
cific activity on the network. The network manager benefits 
from being able structure bandwidth allocation on a per sub
scriber basis so that overall data transmission is made more 
efficient. In addition, the bandwidth manager provides active 
management of the delivery of data (also known as and 
referred to herein as traffic shaping) to increase throughput 
from the gateway device onto the network. 

Many modifications and other embodiments of the inven
tion will come to mind to one skilled in the art to which this 
invention pertains having the benefit of the teachings pre
sented in the foregoing descriptions and the associated draw
ings. Therefore, it is to be understood that the invention is not 
to be limited to the specific embodiments disclosed and that 
modifications and other embodiments are intended to be 
included within the scope of the appended claims. Although 
specific terms are employed herein, they are used in a generic 
and descriptive sense only and not for purposes oflimitation. 

What is claimed is: 
1. A system for allowing a user to dynamically control an 

amount of bandwidth available to the user in a network, the 
system comprising: 

a first network interface for communicating over a com
munication link with a user device during a network 
session; 

a second network interface for communicating with one or 
more computer networks; 

a data storage system storing a user profile, including an 
indication of a first network communication bandwidth 
associated with the user device; and 

a processor configured to receive a command initiated by 
the user device through the first network interface, the 
command indicating a second network communication 
bandwidth to be associated with the user device, the 
processor further configured to dynamically adjust, in 
response to the received command, the first network 
communication bandwidth associated with the user 
device during the network session and over the commu
nication link substantially in real-time to the second 
network communication bandwidth without requiring 
hardware reconfiguration of any component in the net
work. 

2. The system of claim 1, wherein the processor is further 
configured to adjust a billing rate charged to the user based on 
the second network communication bandwidth. 

3. The system of claim 1, wherein the first network inter
face and second network interface are comprised in a single 
communications device. 

4. The system of claim 1, wherein the system comprises a 
gateway device. 

5. A method of dynamically adjusting an amount of band
width allocated to a user during a network session, the method 
comprising: 

establishing a network session over a communication link 
between a network and a user device of a user; 

associating a first bandwidth allocation with the user 
device and storing an indication of the first bandwidth 
allocation in a user profile; 

receiving a command initiated by the user during the net
work session to change the first bandwidth allocation to 
a second bandwidth allocation specified by the user; and 

dynamically adjusting the first bandwidth allocation to the 
second bandwidth allocation during the network session 
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in response to the received connnand and over the com
munication link without hardware reconfiguration of 
any component in the network. 

6. The method of claim 5, wherein each of the first and 
second bandwidth allocations comprises an upstream and a 5 

downstream bandwidth allocation and wherein the upstream 
and downstream bandwidth allocation are individually speci
fiable by the user. 

16 
7. The method of claim 5, further comprising adjusting a 

billing rate charged to the user based on the second bandwidth 
allocation specified by the user. 

8. The method of claim 5, wherein the method of dynami
cally adjusting an amount of bandwidth is performed by a 
gateway device. 

* * * * * 
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